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Animated Talking Head with Personalized 3D Head Model 
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Abstract. Natural Human-Computer Interface requires integration of realistic audio and visual information for 
perception and display. An example of such an interface is an animated talking head displayed on the computer 
screen in the form of a human-like computer agent. This system converts text to acoustic speech with synchronized 
animation of mouth movements. The talking head is based on a generic 3D human head model, but to improve 
realism, natural looking personalized models are necessary. In this paper, we report a semi-automatic method for 
adapting a generic head model to 3D range data of a human head obtained from a 3D-laser range scanner. This 
personalized model is incorporated into the talking head system. With texture mapping, the personalized model 
offers a more natural and realistic look than the generic model. The model created with the proposed method 
compares favorable to generic models. 

1. Introduction 

Human-Computer Interface is an application area 
where audio, text, graphics and video are integrated to 
convey various types of information. Often conversion 
is necessary between different media [1]. The objec­
tive is to provide more natural interaction between the 
human user and computer. One approach is to display 
an animated character or a life-like talking head on 
the computer screen, with the ability to receive input 
from the user and respond in a natural and intelligent 
way. Such an agent may perform information retrieval, 
reading email or replying to email messages. Already 
available are software programs that display a generic 
animated talking head or a cartoon animal character on 
the screen to perform various tasks. One program is 
able to fetch songs at the user's request [2]. Another is 
able to carry on simple conversations [3]. Yet others are 
able to convert written text into visual speech using a 
Text-To-Speech (TTS) synthesizer and a synchronized 
talking head with realistic lip and jaw movements, and 
with visible teeth [4] and tongue [5, 6]. 

Most programs use a generic model that is de-
formable according to a set of parameters [7]. How­

ever, to make such interaction more resembling to that 
of a human-to-human interaction, realistic and nat­
ural looking animations are required [8]. This calls 
for models that are based on real measurements of 
the structures of the human face, as well as facial 
features such as color, shape and size. Such infor­
mation can be computed using image analysis tech­
niques [9-11]. In this contribution, we use informa­
tion gathered using a 3D-laser scanner that produces 
very dense range data of the human head. In addi­
tion, it also provides the corresponding color image of 
the head. This information can be utilized to achieve 
a more naturally looking talking head than a generic 
model. 

This paper describes results of fitting a generic head 
model to a set of 3D range and color data. The fitted 
model is incorporated into an existing Visual Text-To-
Speech (VTTS) system, and the color image is used for 
texture mapping for animation. 

In Section 2, we describe the architecture of our 
VTTS system. In Section 3, the creation of per­
sonalized 3D head models from range data is de­
scribed. Results and a comparison are presented in 
Section 4. 
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Figure 1. Concept of a Visual Text-To-Speech (VTTS) synthesizer with an animated talking head system. 

2. Visual Text-to-Speech System 

The major application areas of talking head systems are 
in human-computer interfaces, in customer service as 
well as in games where persons want to control artificial 
characters. For both applications, we want to be able 
to make use of easy to animate and easy to modify 
characters. Figure 1 shows the block diagram of a 
versatile VTTS system that allows animating different 
characters, human like or avatars. 

As can be seen from the diagram, a model library 
provides several models that can be read by the VTTS 
system. The application can be the human-computer 
interface, an agent or an MPEG-4 communications ter­
minal. The application selects a model from the library 
and sends it to the VTTS renderer. Depending on the 
application, this model is described in VRML for­
mat [12] or in BIFS format [13] as defined by MPEG-4. 
After loading the model, the renderer can receive an­
imation data from the application. Input is text and 
facial animation parameters like facial expressions or 
the Face Animation Parameters (FAP) as defined by 
MPEG-4 [14]. The renderer computes the image of 
the face model and synthesizes the text that it receives 
from the application. 

In our implementation of the talking head system, we 
use the AT&T text-to-speech (TTS) program FlexTalk. 
The program converts text to synthetic speech. The 
text is parsed and analyzed extensively to produce the 
speech. The phonemes and the related timing infor­
mation are used as input of the visual animation sys­
tem for animating mouth movements. The animation 
subsystem uses a parameterized 3D model, which is 
a descendant of Parke's model [7], further improved 
with a coarticulation model for synthetic visual speech 
developed at UC Santa Cruz [15]. The structure of the 
3D model is a wireframe of numbered vertices in 3D 
coordinate space, with connections specified to form 
polygons (Fig. 2). Prescribed colors are added to each 
polygon to form smooth-shaded surfaces (Fig. 3). This 
sophisticated model includes the face, eyes, mouth, 
teeth and tongue, and is capable of producing very re­
alistic mouth movements. It is controlled by a set of 
deformation parameters. With a set of time-varying 
parameters, an animation sequence is produced. Oc­
casional head movements and eye blinking are added 
heuristically. 

This system gives satisfactory performance with 
synchronized speech and lip movements. However, 
this talking head (Fig. 3) may seem impersonal because 
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Figure 3. Smooth-shaded generic model. 

it does not represent any person the human user may 
know. If one can produce personalized models, the 
•nterface would improve, and the user may even have 
t n e choice of selecting from models of several different 
Persons. 

In general, we can imagine two ways of creating face 
models. One would be to create a model by hand using 
modeling software. A second approach is considered in 
this paper. Here, we focus on the goal to fit the generic 
model (Fig. 2) to 3D range data of a person's head. 

3. Personalized 3D Head Model Creation 

As input for our system, we use the data from a 3D-
laser range scanner. This data is then used in order to 
adapt the generic face model (Fig. 2) to the individual 
person represented by the range data. 

3.1. 3D Range Data 

The 3D scanner used is the Cyberware 3D laser range 
scanner. The subject sits in a chair while the scanner 
revolves around the person to scan the surface struc­
ture of the head. The scanner gives a very dense set 
(over 260,000 points) of range data in cylindrical co­
ordinates. In addition to the range data, a color camera 
captures the surface color of the head, so that for each 
range point the corresponding color is also available. 
This is useful for texture mapping in the final render­
ing of the talking head. Figure 4 shows two rendered 
views of the 3D range data. Figure 5 shows the texture 
map of the scanned person. 



Figure 5. Texture map of the 3D range data shown in Fig. 4. 
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3.2. Model Fitting 

In this section, we describe fitting of the generic model 
to the 3D range data. Initially, the generic head model 
is larger in scale than the range data. Vertical scaling 
factors are first obtained to scale down the model, and 
the vertical profile line along the center of the face is 
fitted. After the profile line is fitted, the rest of the face 
is fitted through radial projection. 

The range scanner gives a data set in the left-handed 
cylindrical coordinate system ( r L , yi,,(j>L) while the 
wireframe model is in the usual right-handed Carte­
sian coordinate system ( x , y, z ) . They are transformed 
into the same right-handed cylindrical coordinate sys­
tem ( r R , y R , <pR) by 

r R = r L . y R = y L , <pR = 2IT - <pL (1) 

Figure 7. 3D range data with profile line and feature points marked 
on the profile line (side view of Fig. 6 ) . The feature points divide the 
range data into eight horizontal slices. 

and 

/ x 
r R = \ / x 2 + z 2 , y n = y , (PR = arctan- (2) 

2 

To find the vertical profile line, we first find the tip of 
the nose. The tip of the nose is generally the most pro­
truded structure of the face, i.e., its distance is greatest 
to an imaginary vertical rotation axis in the center of 
the head. This point is selected manually, but it can 
also be detected automatically. After the point is ob­
tained, the profile line is determined (Fig. 6). In case 
that the profile line is not aligned with the vertical axis 
of the range data, the profile line is determined by an 
additional point along the vertical line, in our case a 
manually marked point on the center of the chin. From 

Figure 6. 3D range data with profile line and feature points marked 

°n the profile line. 

the profile line, feature points such as the indent above 
the nose, the upper lip, mouth center and the lower 
lip are detected automatically based on the curvature 
of the profile line (Fig. 7). Neighboring feature points 
are used to divide the range data into eight horizontal 
slices. Each slice corresponds to a slice defined by the 
same feature points of the generic face model. The lo­
cation and separation distances of these features and the 
thickness of the slices are used to define vertical scal­
ing factors. The algorithm is not sensitive to the exact 
vertical alignment as long as the vertical line crosses 
the areas where the feature points are located. This is 
because the curvature of the surface along the profile 
line does not change rapidly. 

Each scaling factor is used to scale down one slice 
of the generic model to the size of the range data in the 
vertical direction. Then each vertex point on the model 
is radially projected onto the surface of the range data. 
For each vertex point, we have the height and the 
angle <PR in the cylindrical coordinate system. Then 
we trace a ray radially back towards the vertical axis y, 
piercing the range data. This ray may not intercept the 
range data at exactly one range point, so the nearest 
four range data points are averaged to give the new 
coordinate for the model vertex. The radial projection 
is depicted in Fig. 8. 

This fits the skin part of the generic model to the 
range data, but the eye and mouth positions are critical 
and need to be adjusted manually. Right now, only the 
face is fitted, but the procedure can be easily extended 
to fit the entire head including ears and the back of the 
head. The fitted model is then ready to be incorporated 
into the VTTS system. 
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Figure 8. Radial projection: the inner curve is the range data, and 
the outer curve is the wireframe model. The places where the rays 
intercept the range data are the new coordinates for the model. 

Figure 9. Fitted model with smooth shading. 

4. Results 

Figure 9 shows the talking head with the new model 
with smooth shading. At first glance, it does not appear 
to be much better than the original model (Fig. 3). Since 
the original model does not contain polygons to model 

Figure 10. Fitted model with smile and texture mapping. 

Figure 11. A second fitted model with smooth shading. 

Animated Talking Head with Personalized 3D Head Model 103 

the boundary between the forehead and the hair, it 
cannot be precisely adapted to the 3D range data pro­
viding significant detail in this region. This problem 
is overcome by texture mapping. Instead of smooth 
shaded polygons with prescribed colors, the color and 
texture of the polygon surface of the face come from 
a color image (Fig. 5). The image is literally pasted 
onto the polygonal wireframe. Geometric transforma­
tion is done automatically by bilinearly interpolating 
the texture through the computer graphics library rou­
tines. Figure 10 is the texture mapped rendering of the 
head. Clearly, the resulting rendering is much more re­
alistic. Figures 11 and 12 show a second example of a 
face model created from a wire frame. 

During animation, some limitations of the model be­
come obvious. From the texture map (Fig. 5), it is not 
possible to extract separate texture maps for eyeballs, 
teeth or tongue. These are necessary in order to al­
low for realistic texture mapping when the eyelids are 
moving or the model is speaking. In order to allow 
for realistic animations, we have to use generic texture 
maps for these parts of the head (Fig. 10). Realistic 

F i g u r e 1 2 . A second model with texture mapping. texture maps can be taken from manually created mod­
els (Fig. 13). When comparing the automatically and 

Figure 13. Model created manually from several photographs with realistic texture maps for eyeballs, teeth and tongi 
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manually created models, the manually created model 
shows advantages (Fig. 13) in the precise modeling of 
the hairline and ears. 

When comparing the shaded models (Figs. 9 and 
11) with the textured models (Figs. 10 and 12), the 
limitation of the mouth adaptation is visible. Only 
mouth corners are adjusted to the range data. Hence, 
the width of the lips is not correctly adapted. However, 
this is only seen in the shaded models due to the lip 
color. It does not show up in the textured models. 

5. Conclusions 

In this paper we describe the semi-automatic fitting of 
a personalized 3D model for a visual text-to-speech 
system to the 3D range data of a person. After the 
user identifies manually the tip of the nose in the range 
data, the algorithm extracts automatically several fea­
ture points of the face and uses them to adapt a generic 
face model to the range data. The fitted face model with 
a texture map of the modeled person looks more real­
istic and more believable than a simple generic model. 
In order to allow for good facial animation, we have to 
use generic texture maps for teeth, tongue and eyeballs. 
Alternatively, these texture maps can be created from 
separate pictures of the person to be modeled. 

As far as informal subjective evaluation is con­
cerned, the models are able to give the impression of a 
real person to a layperson for a limited time. They are 
not convincing to someone who knows the person that 
the model represents. Therefore, the model might be 
useful for customer service applications where the cus­
tomer does not know the speaker but it is certainly not 
yet suitable to replace a conventional vidéoconférence 
call. 

We are now working on including expressions with 
the model such that the personalized model would smile 
occasionally [6]. 
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