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Optimization and Efficiency of an 
Obj ec t-Oriented Analysis - Synthesis Coder 

Michael Hotter 

Abstract- In this paper, an object-oriented analysis-synthesis 
coder is presented the first time in its entity concentrating on 
an optimal relationship of its components image analysis, image 
synthesis and parameter coding and on a comparison of its coding 
efficiency to block-oriented hybrid coding. As block-oriented 
hybrid coder, the RM8 of the CCITT is used. The presented 
object-oriented analysis-synthesis coder is based on the source 
model of moving flexible 2D-objects and encodes arbitrarily 
shaped objects instead of rectangular blocks. The objects are 
described by three parameter sets defining their motion, shape 
and colour (colour parameters denoting luminance as well as 
chrominance values of the object surface). The parameter sets of 
each object are obtained by image analysis and coded by an object 
dependent parameter coding. Using the coded parameter sets, an 
image can be reconstructed by model-based image synthesis. 

Experimental results show that transmitting shape information 
and allowing small position errors (geometrical distortions) avoid 
the mosquito and blocking artefacts of a block-oriented coder. 
Furthermore, important image areas such as facial areas can be 
reconstructed with an image quality improvement up to 4 dB 
using the image analysis. As a whole, the reconstructed image 
of an object-oriented analysis-synthesis coder appears sharper 
compared to block-oriented hybrid coding. 

Index Terms-Object-oriented image coding, object-based im- 
age coding, image analysis, image synthesis, parameter cod- 
ing, motion estimation, predictive shape coding, object-oriented 
colour coding, videophone 

I. INTRODUCTION 

N order to encode moving video signals at low bit rates, I a coder concept has been proposed by the CCITT which 
is based on a block-oriented hybrid coding approach [3].  
A block-oriented hybrid coder subdivides each image of a 
sequence into square blocks of N x N picture elements (pels) 
and encodes the luminance and chrominance signals of each 
block by motion compensated predictive and transform coding 
algorithms [3], [4], [7]. 

Besides block-oriented hybrid coding, object-oriented 
analysis-synthesis coding has been proposed in [ 181, [21], 
[ 11, [ 151, [20], [6]. These techniques encode arbitrarily shaped 
objects instead of square blocks. By the transmission of object 
shape fundamental to object-oriented coding, annoying coding 
errors of block-oriented hybrid coding known as mosquito 
and blocking artefacts can be avoided. Furthermore, with 
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image analysis, important image areas such as facial details 
can be recon3tructed with a higher image quality than with 
block-oriented hybrid coding. 

Principally, object-oriented analysis-synthesis coding tech- 
niques aim at the efficient coding of scenes where 

- o n l y  a t'ew objects are moving, 
-object motion is dominant and moderate, 
-the moving objects cover up to 4&60% of the image 

-no camera motion occurs (static background). 
Based on these assumptions, investigations in object- 

oriented analysis-synthesis coding are-as in the paper 
presented here-at the moment restricted to typical video- 
phone and videoconference applications. 

From literature, two approaches for object-oriented analysis- 
synthesis coding are known. The first approach aims at ef- 
ficient coding of one special object, e.g. a human face. 
Techniques which are based on this approach require an al- 
gorithm for recognizing the special object in a scene [I], [15], 
[20], [16], [ 171. Therefore, these techniques are sometimes 
called knowledge-based analysis-synthesis coding techniques. 
These coding techniques have only partly been realized; a 
complete coder based on this approach does not exist until 
now. 

The second approach for object-oriented analysis-synthesis 
coding is not restricted to only one type of object and therefore 
can be applied to a more general class of scenes [18], [13], 
[21]. Coding techniques which are based on this approach 
consist of four parts: the image analysis, the image synthesis, 
the memory of the object parameters and the parameter coding. 
The image analysis subdivides an image into moving objects 
and describes each object by three parameter sets defining its 
motion, shape and colour (colour denoting luminance as well 
as chrominance values of the object surface). The parameter 
sets are coded by an object dependent parameter coding. Using 
the encoded and transmitted parameters, an image can be 
reconstructed by image synthesis at the decoder as well as 
at the coder. 

The object-oriented description can be used to control the 
coding of the parameter sets. For low bit rate transmission, 
irreversible coding techniques have to be applied in order to 
cut down the generated bit rate. In this situation, suppression of 
colour update information of an object introduces geometrical 
distortions instead of quantization error distortions. Assuming 
the same mean square distortion error, the geometrical distor- 
tions are less annoying than quantization error distortions as 
long as the modeling of an object is sufficiently exact. 

area and 
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Coding techniques of the second approach can be based 
on different source models for describing the objects and 
their motion in a scene [ 181. Depending on the source model, 
parameters with different information content and different bit- 
rates will be generated by the coder. In this contribution, the 
source model of flexible 2D-objects is used which results in 
object motion being described by a displacement vector field 
[13]. The displacements are measured in a fixed grid, e.g. 
16 x 16 pel (picture dement), and are then interpolated to 
guarantee a motion description for each pel of the object. 

In order to realize an object-oriented analysis-synthesis 
coder based on the model of flexible 2D-objects, image 
analysis algorithms have been developed which automatically 
subdivide an image into moving objects and calculate their 
parameter sets [8], [9], [13]. Also, image synthesis algorithms 
which reconstruct an image by means of the encoded and 
transmitted parameters [ 121 and parameter coding algorithms 
which efficiently encode the motion, shape and colour param- 
eters [ IO] ,  [ l l ] ,  [I41 have been evolved. In contrast to these 
papers which deal with important aspects and components of 
object-oriented analysis-synthesis coding, this paper presents 
a coder in its entity, concentrating not on a description of 
its components but on their relationship for optimal coding, 
i.e. for an optimal distribution of the available data rate 
to the motion, shape and colour parameters. This coder is 
compared with a block-oriented hybrid coder in terms of 
coding efficiency and image quality. 

In Section 11, the concept and structure of the coder is 
explained. The optimization of the coder, i.e. the optimal 
allocation of the data rate to the parameter sets, is described in 
Section 111. Experimental results and a comparison of block- 
oriented hybrid coding and object-oriented analysis-synthesis 
coding are presented in Section IV. 

11. CONCEPT AND STRUCTURE OF THE 
OBIECT-ORIENTED ANALYSIS-SYNTHESIS CODER 

In this section the concept and structure of an object- 
oriented analysis-synthesis coder are explained. First, a block 
diagram is used to describe the structure of the coder. Then, 
block-oriented hybrid coding is interpreted as a special re- 
alization of this structure and the development from the 
block-oriented to the object-oriented concept is motivated. 

11.1. Structure ofthe Object-Oriented Analysis-Synthesis Coder 
In the following, the block diagram of Fig. 1 is used to 

explain the structure of the object-oriented analysis-synthesis 
coder [18]. Input of the coder is a sequence of images. 
The image analysis subdivides each image of this sequence 
into moving objects and estimates for each object i three 
sets of parameters defining its moti_on, shape and colour 
parameters [9]. ‘The colour parameters Si denote the luminance 
and chromin2nce values of the object surface, the shape 
parameters Mi describe the position of the object i within 
tke image plane and its boundary, and the motion parameters 
Ai determine the motion of object i within the image plane. 
These object parameters depend on the type of source model 
being ‘applied-in this paper moving, flexible 2D-objects [ 141. 

The calculated parameter sets are coded by parameter coding. 
The parameter coding depends on a receiver model which 
includes assumptions about the visibility of coding errors 
i.e. caused by quantization of the parameter sets. The coded 
parameter sets are transmitted to the receiver, decoded by 
parameter decoding and stored in a parameter memory. The 
parameter memory of the coder and decoder contains the 
same parameter information and allows both the coder and 
decoder to identically reconstruct a transmitted image by 
image synthesis. The reconstructed image 1; is displayed at the 
decoder and is also used for image analysis of the next input 
image I ~ + I  at the coder. Additionally, the stored parameters 
are used for the coding and decoding of the parameter sets of 
the next input image I k + l .  

In the following, the image analysis [8], 191, the image 
synthesis [12] and the parameter coding [lo],  [ I  I ] ,  [I41 
of the object-oriented analysis-synthesis coder are briefly 
summarized. 

II. I.A. Image Analysis 

The goal of image analysis is to describe temporal signal 
changes between a synthesized image 1; and the actual image 
Ik+l  of the camera by object motion. For image analysis, an 
algorithm is applied which includes a hierarchical application 
of object motion and object shape estimation 191. In the first 
step of hierarchy, temporally unchanged image regions, i.e. 
image areas of static background, are detected. In further steps 
of hierarchy, the changed image areas are analyzed and the 
temporal changes of each disjunct area are interpreted as the 
iFaKe acea of one object described by three parameter sets 
S .  M ,  A. As the source model of moving, flexible 2D-objects 
is used here, object motion is described by a displacement 
vector field, i.e. it is assumed that temporal signal changes 
caused by moving 3D-objects in the scene can be described 
with sufficient accuracy by 2D-objects in the image plane 
moving locally varying (flexible) and translatorily. Hence, the 
motion parameters consist of displacement vectors. In our 
approach, these displacement vectors are calculated by hierar- 
chical block matching [2], [ 131 where a reliable and accurate 
displacement estimation is achieved combining big and small 
measurement window sizes at different hierarchy levels. To 
improve displacement estimation at object boundaries where 
different displacement vectors have to be assigned to parts of 
the block, shape information of objects of previous images is 
used-if available-by evaluating only those parts of blocks 
for displacement estimation which belong to moving objects. 

The description of temporal signal changes between a 
synthesized image 1; and the actual image I k + l  of the camera 
by object motion is not valid in image areas where the 
applied source model fails. In order to judge the validity of 
the source model, the motion description of each object is 
verified during image analysis. First, an image synthesis is 
performed by the motion parameters of each object, i.e. by 
means of the calculated displacement vectors. If there are e.g. 
covered and uncovered image regions or image areas of an 
opening mouth or closing eyes, the assumption that object 
motion can locally be described by displacement vectors is 
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Fig. I .  Block diagram of an object-oriented analysis-synthesis coder. 
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not fulfilled and hence, the motion description is only valid 
in a part of the object. For that reason, the verification of 
the motion description in the image analysis part evaluating 
differences of the synthesized and the actual image [22] then 
yields a detection of those objects whose motion cannot be 
described with sufficient accuracy by displacements. These 
objects are denoted as Model Failure Objects (MF-objects) 
[ 2 2 ] .  In contrast, all objects whose motion parameters describe 
the temporal changes with sufficient accuracy are classified as 
Model Compliance Objects (MC-objects) [ 141. An example 
of the estimated parameter sets of the objects and of their 
classification is shown in Fig. 2. 

c-- 

e 

4 
PARAMETER 

II. 1. B. Image Synthesis 

Using the coded and transmitted parameter sets, an image 
can be reconstructed by image synthesis both, at the coder 
and decoder side. Principally, there exist two techniques for 
image synthesis: image synthesis by filter concatenation [7] 
and image synthesis by parameter concatenation [12]. These 
techniques and their properties will be briefly discussed in the 
following. 

(i) Image synthesis by jilter concatenation 
Fig. 3 shows a one-dimensional example of image synthesis 

by filter concatenation. Assuming that all temporal signal 
changes are only due to motion, an image Ik to be synthesized 
is identical to the image Io at a displaced position. If displace- 
ment vectors with subpel amplitude resolution are applied, 
the displaced position does not necessarily coincide with the 
sampling grid of 10 (see positions y l1  yy~, y3 in Fig. 3). In this 
case, the signal SO of image IO has to be spatially filtered in 
order to interpolate the missing samples. The next image I ~ + I  

MEMORY 
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Fig. 2. One example of image analysis (Source model: moving, flexible 
2D-objects; Parameter sets: colour S, shape M, motion A; Object types; MC- 
and MF-objects; Test sequence: MISS AMERICA). 

to be synthesized is then calculated by means of the previously 
synthesized image I k  and the actual motion parameters (in Fig. 
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object memory k+ I Fig. 3. Image synthesis by filter concatenation (one-dimensional case). 

3 the displacement vector field d,+, (y)). This technique of 
image synthesis is usually applied in block-oriented hybrid 
coding techniques if displacement vectors are measured and 
transmitted with subpel amplitude resolution [7].  The main 
disadvantage of image synthesis by filter concatenation is that 
synthesis errors due to the interpolation filter accumulate (see 
position y1 in Fig. 3). 

(i i)  Image synthesis by parameter concatenation 
In order to avoid this accumulation of synthesis errors, an 

image synthesis by parameter concatenation is used in this 
contribution [ 121. Fig. 4 gives a one dimensional example. In 
this approach, the signal S O  of the first image 10 of the image 
sequence is stored in an object memory. The image I ,  is then 
synthesized by means of the stored signal SO of the-object 
memory and the actual motion parameters (in Fig. 4: D,(y)). 
A comparison of Fig. 3 and Fig. 4 shows that image synthesis 
by filter concatenation and by parameter concatenation are 
identical for image 1,. In contrast to image synthesis by filter 
concatenation, the next image I k + l  is now synthesized by 
means of the stored signal SO of the object memory and an 
appropriate addition of a! motion parameters which have been 
transmitted (in Fig. 4: D k + ~ , ~ ~ t ( y ) ) .  The main advantage of 
this technique over image synthesis by filter concatenation is 
that for each image to be synthesized the interpolation filter 
is only once applied. 

11. I .  C. Parameter Coding 
Parameter coding in an analysis-synthesis coder includes the 

coding of the motion, shape and colour parameters, the control 
of the coder modes and the priority control of the parameter 
transmission as shown in Fig. 5 [18]. At the output of image 
analysis the parameter sets of each object i are available 
in4an uncpmpressed, numerical format. The parameters sets 
{&}, { M t } ,  {Az} have to be coded efficiently in order to 

Fig. 4. Image synthesis by parameter concatenation (one-dimensional case). 

increase the coding gain compared to block-oriented hybrid 
coding. 

Therefore, individual parameter coding techniques are ap- 
plied. The motion parameters are predictively coded using 
known DPCM techniques [ 131. The shape parameters consist 
of object masks (see Fig. 2 )  which are approximated by 
a polygon and spline representation. First, the object shape 
is approximated by a polygon-representation. The number 
of calculated vertices depends on the chosen quality of the 
shape approximation. The quality is controlled by the absolute 
distance d,,,, between the approximated and the real object 
shape. The higher d,,,, the coarser the approximation and 
the less vertices are calculated for the shape description. In 
order to combine this approach with the more natural looking 
spline functions, the vertices of the polygon-representation 
are used to calculate a spline-representation of the shape as 
well. Wherever the spline-representation fulfills the quality 
criterion d,,,, it is used instead of the polygon, so that the 
final approximation of the shape is composed of spline and 
polygon parts. By this, a natural looking approximation of 
the object shape is achieved by a low number of vertices, 
where the quality measure d,,, is guaranteed everywhere. 
Then, the vertices of this representation are predictively coded 
using the actual motion information and the stored shape 
information from previous images [ 1 I ] ,  [ 131. Compared to 
known techniques [ 5 ] ,  this shape coding technique reduces 
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the bit rate by a factor of about 4 to 6 (d,,, = 2.9 pel), i.e., 
an average bit rate of only about 0.3 bit per shape pixel is 
needed [ 101. The colour information is coded with a hybrid 
scheme, where, for each block, a DPCM technique is used 
instead of a DCT whenever it allows a more efficient coding 
[23]. The resulting information of each object i consists of 
three data amounts which represent the motion information 
R4i, the shape information Rhfi and the colour information 
Rsi of each object i .  

The priority control decides which of the coded parameter 
sets of each object will be transmitted to the receiver. This 
decision is controlled by the mode information which is 
generated by the coder mode control. For this reason, the 
image analysis indicates to the coder mode control whether 
the object under consideration represents an MF-object or an 
MC-object. 

Based on this information, the coder mode control selects 
the parameter sets to be transmitted (Table I) [18], [13], 
[14]. In the case of objects which cannot be described with 
sufficient accuracy by the source model, i.e. in the case of MF- 
objects, the motion information is omitted and only shape and 
colour information are transmitted (Mode 2). If the modeling 
of the object is sufficiently exact, i.e. in the case of MC- 
objects, only motion and shape information are transmitted 
to the receiver (Mode 1). This includes objects whose shape 
update information has been set to zero. The shape information 
of uncovered image areas is determined by the shape and 
motion parameters of the MC-objects. For these image areas 
only the colour parameters are coded and transmitted (Mode 

, - - - - - - - - - - - - - - - - - - - - .  
Quantizer 
Stepsize 

shape colour 

/ - 

TABLE I 
CODER MODES 

Parameter sets to be 1 (MC-objects) 2 (MF-objects) 3 (Uncovered 
transmitted N o d e s  image areas) 
Motion parameters X 
Shape parameters X X 
Colour parameters X X 

Distortions geometrical quantization error 

\ 

3). Allowing small position and shape errors of MC-objects 
denoted as geometrical distortions, the image area of MF- 
objects can be decreased. These small position and shape errors 
are less annoying to a human observer than quantization error 
distortions which would occur otherwise. The coder mode 
control information has to be transmitted for each object. 
Principally, the motion parameters are transmitted first, then 
the shape update parameters of all objects and finally the 
colour parameters of the MF-objects and the uncovered image 
areas to guarantee a predictive coding of all parameter sets. 

In the following, this coding strategy is compared to block- 
oriented hybrid coding and important differences between 
them are discussed. 

Table I1 compares the selection of image areas to be 
updated by colour coding of an object-oriented analysis- 
synthesis coder and a block-oriented hybrid coder [ 131. While 
for block-oriented hybrid coding this decision is based on the 
prediction errors and the chosen quantization characteristic of 
each block, for object-oriented analysis-synthesis coding this 
decision depends on the classification of the objects by image 
analysis. The resolution of the colour coding is chosen in 

+ Stored 
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TABLE I1 

VERSUS OBJECT-ORIENTED CODER CONCEPTS 
COMPARISON OF UPDATE PROCEDURES OF BLOCK-ORIENTED 

Technique Selection Unit Selection Percentage of 
Criterion Updated Area 

CCITT-Coder Block Prediction 40%# 
(RMV Error + 

Quantization 
Characteristic 

Analysis- Failure + Data 
Svnthesis Rate 

Object-Oriented Object Model 4% 

*:  source model of moving, flexible 2D-objects. 

accordance with the available data rate. For an object-oriented 
analysis-synthesis coder based on the source model of moving, 
flexible 2D-objects the image area to be updated by colour 
coding can be decreased by a factor of 10 compared to a 
block-oriented hybrid coder in the case of typical videophone 
scenes [13]. 

A central problem for block-oriented hybrid coding with 
approximately constant quantizer stepsize is that a large area 
of the image is reconstructed by the transmission of colour 
parameters. Because of this large area, a coarse quantizer is 
applied in low bit rate coding so that the spatial resolution 
and hence the image quality of the decoded images is low 
and annoying coding errors known as mosquito and blocking 
artefacts become visible. 

The mosquito artefacts are caused by the fact, that in 
block-oriented hybrid coding only one displacement vector is 
estimated for each block and used for the motion compensating 
prediction. This generates errors, if one block contains several 
objects moving differently. The errors have to be coded 
and transmitted to the receiver which is only possible in a 
lossy manner in low bit rate coding. Hence, visible coding 
errors remain at object boundaries which are called mosquito 
artefacts . 

Besides mosquito artefacts, the so called blocking artefacts 
which are visible all over the image decrease the subjective 
image quality for block-oriented hybrid coding. These coding 
errors are caused by the fact, that all prediction errors are 
coded by colour parameters without taking into account their 
visibility for a human observer. Also prediction errors which 
are caused by small position and shape errors of the objects are 
coded. These geometrical distortions generate line structured 
prediction errors which can only be coded with a high coding 
effort. As, on the other hand, geometrical distortions are not 
annoying, as a human observer pays attention to a natural 
looking of the moving object but not to its exact positioning, a 
big data amount is used for the updating of prediction errors in 
image areas a human observer is not interested in. In summary, 
the coder control of a block-oriented hybrid coder leads to a 
coding of the colour parameters by a combination of only a few 
DCT-basis functions such that in most image areas the block 
structure becomes visible and the subjective image quality is 
decreased. 

In object-oriented analysis-synthesis coding, the coder con- 
trol aims at the reduction of the large image area to be updated 
by colour coding without introducing subjectively annoying 

errors. Three important properties of object-oriented analysis- 
synthesis coding support this reduction: 

First, the motion compensating prediction can be drasti- 
cally improved at object boundaries as different displacement 
vectors can be assigned to parts of a block. Hence, the 
motion compensating prediction at object boundaries is er- 
ror free within the object and static background such that 
colour updating is only necessary in image areas of uncovered 
background. Furthermore, the coding of the shape parameters 
needs only a small data amount, as the image analysis used 
here generates temporally smoothly varying object boundaries 
whose approximation vertices can be efficiently coded in a 
predictive manner [ I l l .  Hence, the data rate which is available 
for the coding of the colour parameters in an object-oriented 
analysis-synthesis coder is nearly the same compared to block- 
oriented hybrid coding. 

Secondly, the image analysis detects such image areas where 
prediction errors are caused by small position and shape 
errors of the objects [12]. As these errors do not degrade 
the subjective image quality, the coding of colour parameters 
and their transmission can be intentionally suppressed to save 
further bit rate. 

Third, the image analysis detects those image areas where 
the motion description of the applied source model fails 
(image areas of MF-objects). In videophone applications these 
images areas often contain the areas of mouth and eyes, i.e. 
areas which are important for a human observer to judge the 
subjective image quality. Therefore, these image areas can be 
transmitted with a higher coding effort such that the overall 
subjective image quality is improved for a human observer. 

11.2. Block-Oriented Hybrid Coding as a Special Realization 
of Object-Oriented Analysis-Synthesis Coding 

The presented object-oriented coder concept represents a 
genemlizution of block-oriented hybrid coding; the structure 
of both concepts is identical [ 191: assuming the source model 
of square, rigid objects with translatory motion and known size 
(i.e. a block of 16 x 16 pels) and replacing the image analysis 
by a motion estimator which assigns to each object /, i.e. to 
each block, one displacement vector, the block diagram of 
the object-oriented coder simplifies to that of a block-oriented 
hybrid coder (Fig. 6). For each block of the actual image 
J k + l  a motion parameter is calculated with reference to 
the stored, reconstructed image I k .  This motion parameter 
A’, consists of one displacement vector whose components 
describe the horizontal and vertical displaceyent of the block 
in image I k + l .  The colour parameters S, consist of the 
luminance and chrominance values of all discrete positions 
within the block lying on the sampling grid. The shape 
parameters are explicitly defined by the source model (i.e. 
block size of 16 x 16 pels), known to the receiver, and hence 
neither coded nor transmitted. The motion parameters of all 
objects of the actual image I,++l are coded and used for hybrid 
coding of the colour parameters. The coded motion and colour 
parameters are transqitted to the receiver, where the decoded 
colour parameters {Sl} are stored in the image memory and 
displayed as reconstructed image Ik+l. 
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The generalization from the block-oriented to the object- 
oriented concept consists of the introduction of arbitrarily 
shaped objects instead of square blocks and the introduction 
of an image analysis which besides the motion estimation 
of objects includes the possibility to control the validity of 
the motion description and to control the parameter coding 
depending on the image contents. 

While block-oriented hybrid coding techniques [3], [7] 
transmit only two parameter sets, namely the motion and 
colour information of each block, object-oriented analysis- 
synthesis coding additionally has to transmit the shape of each 
object. In order to obtain a higher coding gain for object- 
oriented coding compared to block-oriented hybrid coding, 
the additional bit rate R,tf required for transmitting the shape 
information {GL} has to be justified by a reduction of the_bit 
rates RA and Rs required for the motion parameters { A , }  
and colour parameters { ,!?* }. 

Three properties of object-oriented analysis-synthesis cod- 
ing contribute to this requirement. First, the shape coding 
algorithm used here is very efficient, i.e., the shape coding bit 
rate R,jl is very low and hence, the decrease of data rate for 
coding the colour and motion parameters is small compared 
to block-oriented hybrid coding. Secondly, the synthesis of 
the colour information is improved at object boundaries using 
shape information as, in contrast to block-oriented hybrid 
coding, different displacement vectors may be assigned to parts 
of a block. Third, using image analysis for the detection of MF- 
objects and limiting the colour update transmission to these 
objects, the quality of image areas which are important for a 
human observer, e.g. facial details in videophone applications, 
can be improved. 

v 

PARAMETER 
* DECODING 

Fig. 6. Description of a block-oriented hybrid coder as a special realization of an object-oriented analysis-rynthesis coder. 

111. CODER OPTIMIZATION 

In this section the minimization of the overall data rate by 
an optimal allocation of the data rate to the parameter sets is 
described. For this optimal allocation, the shape approximation 
accuracy and the spatial and amplitude resolution of the motion 
description are selected in such way, that for a given image 
quality the overall data rate is minimum [14]. In order to 
simplify the optimization, the multidimensional minimization 
problem is solved in two steps: 

-optimization of the shape approximation accuracy and 
-optimization of the resolution for the motion description. 

The resolution of the shape approximation and hence the 
data amount for the shape parameters essentially influence the 
number of picture elements to be updated by colour coding, 
i.e. the transmission effort for the colour information directly 
depends on the resolution of the shape parameters. The shape 
parameters describe a concave hull of the object shape which 
includes independent of the shape approximation accuracy all 
picture elements of the object and which nestles with increas- 
ing shape approximation accuracy against the object shape. For 
this reason the number of picture elements to be updated by 
colour coding decreases with increasing accuracy of the shape 
approximation, i.e. the more accurate the shape approximation, 
the less pels have to be updated by colour coding. This relation 
of the two data amounts i s 4 u e  to the shape approximation 
algorithm used here-approximately independent from the 
spatial and amplitude resolution of the motion description 
[22 ] .  Hence, a separation of the multidimensional minimiza- 
tion problem as described above is allowed and useful. As 
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investigations are concentrating on videophone sequences (see 
Section l) ,  the CCITT test sequence CLAIRE (see Section 
IV.1) has been used as a typical example for all experiments 
conceming the minimization of the data rate. Principally, 
the minimization should be performed for each image of a 
sequence separately dependent on the image contents. Here, 
this general problem of data distribution is not considered but 
it is assumed that the minimization achieved for a typical 
example of a videophone sequence is approximatively valid 
for the whole class of these scenes. As it is shown in Section 
IV, this assumption holds in our experiments. 

I t [ .  I .  Optimization of the Shape Approximation Accuracy 

The shape approximation is applied to the MC- and MF- 
object boundaries. As different parameter sets are coded and 
transmitted for both object types (see Table I), the optimization 
of the shape approximation and shape coding is separately 
achieved. 

Caused by the predictive shape coding and the stationary 
behavior of the shape parameters of MC-objects, the shape 
approximation accuracy only insignificantly contributes to the 
data amount of their shape parameters. On the other hand, the 
quality of the image synthesis at object boundaries is mainly 
influenced by the resolution of the shape approximation. In 
order to avoid visible synthesis errors at object boundaries 
introduced by the shape approximation, the approximation 
error d,,, has been refined in our experiments, until visible 
synthesis errors at object boundaries disappear. It has been 
found out in these experiments that the approximation error 
d,,, should be smaller than 1.5 pel. The approximation 
error d,,, describes the maximum absolute distance between 
the approximated and the object shape calculated by image 
analysis. 

The resolution of the shape approximation of the MF-objects 
strongly influences the data amount for the coding of the colour 
parameters. The more accurate the shape approximation, the 
less pels have to be updated by colour coding. On the 
other hand, with increasing shape approximation accuracy 
the data amount for the shape parameters of the MF-objects 
increases, because the shapes cannot be predictively coded as 
the accuracy of the motion description in these image areas is 
insufficient. This problem is outlined in Fig. 7, where the data 
amounts for a shape approximation with high and low accuracy 
are compared. In the case of a shape approximation with high 
accuracy, the image area of MF-objects is small and hence the 
data amount for the colour information is low, whereas the 
required data rate for the shape information is quite high. In 
the case of a shape approximation with low accuracy, the data 
amount for the shape information decreases whereas the image 
area of MF-objects and hence the required data rate for coding 
their colour parameters increase. In order to minimize the data 
rate for coding the parameter sets of the MF-objects, i.e. the 
sum of their colour and shape information, the approximation 
error d,,, is selected in such a way, that the sum of the colour 
and shape information is minimum for the MF-objects. 

The experimental results of this optimization are shown in 
Fig. 8 where it can be seen that independent of the required 

d,,, = 0.7 pel shape 856 bit 
colour 1288 bit 

2144 bit MF-area : 859 pel 
1 I 

d,, = 5 pel /...I colour shape 1570 423 blt bit 

1994 bit MF-area : 1047 pel 

Fig. 7. 
data rate (MF-objects, colour coding rate assumed 1.5 bit/pel). 

The influence of shape approximation accuracy on shape and colour 

Data rate of 
colour and shape information 

of MF-objects Rs + RM 
[bit / picture] 

7000 1 Quality of SNR = 
the MF-obiects )( 

1000 i 
,I ) I  . 

10 ((200 2 4 6 8 

Optimum : 

Fig. 8. Minimization of the data rate for coding the shape and colour in- 
formation of MF-objects by optimal choice of shape approximation accuracy. 
(Simulationsford,,,,, =0.9,  1 . 1 ,  2.1, 2.9, 3 . 1 , 4 . 1 , 5 . l , 7 , 1 ,  10.1, 200[pell; 
d,,,,, = 200 [pel]: approximation by means of the four contour points with 
highest elongation.) 

image quality in areas of MF-objects the data rate is minimum 
for an approximation error of d,,, = 2.1 pel .  Furthermore, 
it can be seen, that the minimum is the more significant, the 
higher the required image quality for the MF-objects. This 
tendency is caused by the increasing influence of the data 
amount for the colour parameters: the higher the image quality 
in areas of MF-objects, the smaller the influence of the shape 
parameters to the required data rate for coding the parameter 
sets of the MF-objects. 

111.2. Optimization of the Resolution for the Motion Description 

With optimal values for the shape approximation accuracy 
fixed, the optimal spatial and amplitude resolution for the 
motion description has been found out experimentally. In our 
experiments, 1/1 pel and 112 pel amplitude resolution are used. 
The spatial resolution is defined by the height and width of the 
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Fig. 9. Influence of the spatial resolution of the motion description on 
parameter coding. (Spatial resolution: 4 x 4, 8 x S,  16 x 16.32 x 32,64 x 64 
[pell.) 

measurement grid of the displacement vectors. The spatial and 
amplitude resolution influence the number of picture elements 
to be updated by colour coding. Hence, the data amount for 
the colour information directly depends on the coding effort 
of the motion parameters. The finer the spatial and amplitude 
resolution, the less pels have to be coded by colour and 
shape parameters. On the other hand with increasing spatial 
and amplitude resolution of the motion description, the data 
amount for the motion information increases as well, as more 
displacement vectors have to be coded and transmitted to the 
receiver. This problem is outlined in Fig. 9 where the influence 
of resolution for the motion description on the parameter 
coding is shown for the example of spatial resolution. In order 
to minimize the overall data rate for coding the parameter sets 
of all objects, i.e. the colour, shape and motion information, the 
spatial and amplitude resolution has been varied using different 
bit rates for the colour coding. The experiments are restricted 
to a uniform spatial resolution of 8 x 8, 16 x 16 and 32 x 32 pels. 
Furthermore, the overall data rate is compared for an amplitude 
resolution of 111 pel and 1/2 pel. The experimental results of 
this optimization are shown in Fig. 10. For this optimization 
the subjectively weighted quality criteria SNR* is used for 
the assessment of the image quality as described in Section 
IV.2. It turned out that for a spatial resolution of 16 x 16 pels 
and an amplitude resolution of 1/2 pel, the overall data rate 
is minimum. 

IV. EXPERIMENTAL RESULTS 

For a judgement of the object-oriented analysis-synthesis 
coder concept, the optimized coder based on the model of 
moving, flexible 2D-objects has been compared with a block- 
oriented hybrid coder in its image quality. For this comparison, 
typical videophone test sequences have been used which are 
described in Section IV. I .  In Section IV.2 different objective 
quality criteria are introduced for the judgement of the image 
quality. Based on these quality criteria, the optimized coder 

optimal spatial resolution : 
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Fig. 10. 
description. (Spatial resolution: 8 x 8, 16 x 16, 32 x 32 [pel].) 

Optimization of the spatial and amplitude resolution of the motion 

is compared to a block-oriented hybrid coder in Section IV.3. 
The results of this comparison are finally discussed and judged. 

IV.1. Description of the Test Sequences 

For the experiments, the test sequences MISS AMERICA 
and CLAIRE have been used which have been selected by 
international expert groups (“European COST 21 lbis Simula- 
tion Subgroup” and “CCITT Study Group XV”) as typical 
videophone sequences showing head and shoulder in mo- 
tion. The sequence MISS AMERICA has been provided by 
the British Telecom Research Laboratories (BTRL),  Great 
Britain, the sequence CLAIRE by the Centre National d’fitudes 
des TClCcommunications (CNET) ,  France. Fig. 1 1  shows one 
picture of each test sequence. These test sequences exist in 
different formats for different application aspects. In these ex- 
periments, the Common intermediate Format ( C I F )  has been 
used which has been accepted for videophone applications 
by the CCITT. Each picture consists of 288 lines and 352 
pixels per line for the luminance component and of 144 lines 
and 176 pixels per line for the both chrominance components. 
Each sample is quantized with 8 bit, the sampling rate of the 
luminance component is 6.75 MHz. Both sequences have been 
used in a non-interlace format with a field frequency of 10 Hz. 

It turned out in our experiments, that the data amount for 
shape, colour and motion information as well as the image 
quality measured by different criteria are very similar for both 
sequences. Thus, if not otherwise mentioned, all measurement 
results in the following represent an average of both sequences. 

N.2. Depnition of Quality Criteria to Judge Image Quality 

In order to compare the presented object-oriented coder with 
a block-oriented coder an optimal allocation of the data rate 
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Fig. 11. Reference images of the test sequences. A: CLAIRE picture no. 3 3 ;  B: MISS AMERICA picture no. 8. 

to the parameter sets has to be found out. First, it is necessary 
to determine a quality criterion to judge the image quality. 
The quality criterion should judge the image quality by a 
comparison of numerical values. In the literature, the SNR 
(Signal to Noise Ratio) is often used: 

SNR[dB] = 1 0 .  log,” (%)> 
where OF represents the variance of the coding error, i.e. 
the mean square error between the luminance samples of the 
original image and the corresponding samples of the coded 
image. U,” is calculated from the coding error of all samples of 
all images of a sequence. Hence, all coding errors are equally 
weighted without taking into account their importance for  a 
human observer. 

In object-oriented analysis-synthesis coding, geometrical 
distortions, i.e. small position errors of objects, are inten- 
tionally allowed, as they do not annoy the subjective image 
impression. As position errors may generate locally high 
synthesis errors (typically line structured), they decrease the 
SNR according to eq. (1) on one hand, but they do not diminish 
the subjective image quality on the other hand. In order to 
exclude these synthesis errors from the assessment of the 
image quality, ii new subjectively weighted quality criterion 
according to 

SNR* [dB] = 10 ’ log,, (5) 
is introduced where in 0,“’ the coding errors of only those 
samples are taken into account which do not belong to image 
areas of geometrical distortions. These areas are found during 
image analysis as described in [22]; the verification of the 
motion description by displacement vectors (see Section 11) 
evaluates differences of the synthesized and actual image to 
detect those objects whose motion cannot be described with 
sufficient accuracy by displacement vectors and those image 
areas containing line structured synthesis errors assumed to be 
generated by geometrical distortions [ 141, [22]. These image 
areas of line structured synthesis errors are excluded of the 
assessment of image quality. 

IV.3. Comparison of the Image Quality of the Object-Oriented 
Analysis-Synthesis Coder and a Block-Oriented Hybrid Coder 

In order to assess the efficiency of the object-oriented 
analysis-synthesis coding, the image quality of the optimized 
coder “0BJ.COD.” according to Section 111 has been compared 
with the block-oriented hybrid coder “RM8” of the CCITT 
[4] based on objective and subjective criteria. This comparison 
has been achieved with the following restrictions: 
- The test sequences MISS AMERICA and CLAIRE have 

been used for both coders applying various data rates from 
r’ = 30 kbit/s to = 75 kbit/s. Hence, a data rate of 3000 to 
7500 bits is available for the coding of one image (frame 
rate: 10 Hz). 

- In order to control variations of the data rate needed for 
the coding of one image, a buffer is used whose size 
corresponds to the data amount which is available for the 
coding of one image. 

- Both coders are initialized by an original image. Hence, 
the simulations assume that for the transmission of the first 
image an arbitrary data amount is available. Problems to 
reach the stable state after a scene cut are not considered. 

IV.3.A. Comparison of the Image Quality 
by Objective Quality Criteria 

As objective quality criteria, the signal-to-noise ratios SNR 
according to (1) and SNR’ according to ( 2 )  have been used. 
The signal-to-noise ratio SNR is defined by the variance of 
the coding error o,“ where U,” is measured by averaging the 
square coding error of all picture elements of all pictures of 
an image sequence. In contrast, for the measurement of SNR* 
the square coding error is averaged only over those picture 
elements which do not belong to image areas of geometrical 
distortions. 

Fig. 12 shows the SNR of the optimized object-oriented 
analysis-synthesis coder OBJ. COD. and the block-oriented 
hybrid coder RM8 for various data rates. Compared to the 
block-oriented coder the image quality of the object-oriented 
coder is about 0.3 - 1 dB lower if measured by the SNR. 
This is caused by the fact that in block-oriented hybrid 
coding blocks with prediction errors exceeding a threshold 
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Fig. 12. Comparison of the presented object-oriented analysis-synthesis 
coder 0BJ.COD. and the block-oriented hybrid coder Rdi8 in terms of SNR 
(eq. (1)).  

are updated by colour coding. Thus, this coding technique 
aims at optimizing the SNR. The prediction error denotes the 
error between an image 1; after motion compensation and 
the original image I k + l .  Hence, the prediction error of block- 
oriented hybrid coding correspond to the synthesis error in 
object-oriented analysis-synthesis coding. In the case of object- 
oriented coding, synthesis errors caused by small position and 
shape errors of the objects are tolerated. These errors do not 
diminish the subjective image quality but they decrease the 
SNR. 

Therefore a more appropriate criterion for the assessment 
of the subjective image quality is the SNR' according to 
eq. (2) since synthesis errors which are caused by small 
position and shape errors of the objects are excluded from 
the measurements (in our experiments typically 2000-3000 
picture elements corresponding to 2-3% of the image area). 
Fig. 13 shows the comparison of the two coders according to 
the quality criterion SNR*. Compared to the block-oriented 
coder, the image quality of the object-oriented coder is now 
about 0.3 - 1 dB higher if measured by the SNR*. 

Besides the global assessment of the image quality with and 
without taking into account geometrical distortions of objects, 
it is important for a human observer that image areas which the 
observer is interested in such as facial details are reconstructed 
in the highest possible image quality. In an object-oriented 
analysis-synthesis coder, these image areas are in most cases 
described by MF-objects. For a local assessment of the image 
quality in image areas which are relevant for a human observer, 
the SNR and SNR* have therefore been measured for both 
coders in image areas of MF-objects. As MF-objects do not 
contain geometrical distortions, SNR and SNR' are identical 
(see Section 11). The image areas of MF-objects are detected by 
the image analysis of the object-oriented coder. As the relative 
amount of the image area of these regions is quite small 
and motion and shape parameters can be coded efficiently, 
the biggest amount of data is available for coding the colour 
parameters of the MF-objects. As can be seen in Fig. 14, the 
object-oriented coder yields an image quality in these areas 

38 
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Fig. 13. Comparison of the presented object-oriented analysis-synthesis 
coder OBJ.COD. and the block-oriented hybrid coder RM8 in terms of SiVR* 
(eq. (2)). 

36 - 

34 - 

32 - 

o : block-oriented hybrid coder (RM8) 

[II : object-oriented analysis-synthesis- 
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3000 4000 5000 6000 7000 8000 
Data rate 

[bit / picture] 

Fig. 14. Comparison of the presented object-oriented analysis-synthesis 
coder 0BJ.COD. and the block-oriented hybrid coder RM8 in terms of SNR 
(eq. (1)) and SIVR* (eq. (2)) in image areas of MF-objects. 

which is up to 4 dB higher compared to block-oriented hybrid 
coding. 

IV.3.B. Comparison of Image Quality by 
Subjective Quality Criteria 

Besides the investigated objective quality criteria, subjective 
criteria are important for a human observer to judge image 
quality. A comparison of the decoded test sequences shows 
important properties of the object-oriented analysis-synthesis 
coder which are demonstrated and discussed in the following. 
Figs. 15 and 16 show the decoded versions (T = 64 kbit/s) 
of the original images in Fig. I 1  applying the block-oriented 
hybrid code RM8 and the object-oriented analysis-synthesis 
coder 0BJ.COD. 

Using the block-oriented hybrid coder, coding errors visible 
at object boundaries are caused by the fact that only one 



I92 

Fig. 15 

Fig. 16 

IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 4, NO. 2. APRIL 1994 

Coded images of Fig. 1 IA,  data rate: 64 kbit/s. A: block-oriented hybrid coder (RM8); B: object-oriented analysis-synthesis coder (0EJ.COD.).  

Coded images of Fig. 1 lB, data rate: 64 kbith. A: block-oriented hybrid coder (RM8); B .  object-oriented analyqis-synthesis coder (OBJ.COD.) 

displacement vector is assigned to blocks which contain dif- 
ferently moving objects. In these blocks, motion compensating 
prediction causes errors which are updated by the coding of 
the prediction error. Caused by the low data rate, the coding 
of the prediction error is irreversible and hence quantization 
errors known as mosquito artefacts arise (Figs. 17A and 18A). 
By transmitting the shape parameters of the objects, these 
errors can be avoided, because one displacement vector is now 
individually assigned to each pel. Hence, mosquito artefacts do 
not occur in object-oriented analysis-synthesis coding (Figs. 
17B and 18B). 

Another problem of block-oriented hybrid coding is that all 
image areas which contain prediction errors are updated by 
colour coding independently of their importance for a human 
observer. In block-oriented hybrid coding at 64 kbit/s this area 
includes about 30% of the whole image area. Allowing small 
position and shape errors of the objects and transmitting the 
shape information, this amount can be decreased to less than 
4% of the image area without introducing subjectively annoy- 
ing distortions. Caused by the efficient coding of the motion 
and shape parameters in the object-oriented analysis-synthesis 
coder (average data amount for motion parameters: 1000 bits 

Fig. 17. Illustration of the mosquito artefacts for a detail of Fig. 15. 
A: block-oriented hybrid coder (RM8);  B: object-oriented analysis-synthesis 
coder (OBJ. COD. 1. 

per image, average data amount for shape parameters: 900 
bits), about 70% of the data rate (i.e. 4500 bits per image) 
is available for the coding of the colour parameters. This 
corresponds to an average data rate for the colour parameters 
of about 1 bit per pel in comparison to 0.1 bit per pel 
in case of the block-oriented hybrid coder. Therefore, the 
quality in image areas which are updated by colour coding 
is clearly increased for the object-oriented analysis-synthesis 
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Fig. 18. Illustration of the mosquito artefacts for a detail of Fig. 16. have been compared based on subjective and objective criteria. 

block-oriented hybrid coder like the “RM8” are: 
- By the transmission of shape information, the quality of 

the image synthesis is drastically increased in image back- 
ground areas in the vicinity of moving objects. Annoying 
coding errors known from the block-oriented coder as 
mosquito effects are eliminated by the new coder concept. 
In case of low bit rate coding where the available bit rate 
does not allow a perfect reconstruction, a block-oriented 
hybrid coder generates visible quantization errors while 
an object-oriented coder can suppress the updating of the 
colour information of an object. By transmitting only the 

A: block-oriented hybrid coder (RMS);  B: object-oriented analysis-synthesis 
coder (0BJ.COD.). 

The main advantages of the presented coder compared to a 

Fig. 19. Illustration of the blocking artefacts for a detail of Fig. 15. A: 
block-oriented hybrid coder (RM8); B: object-oriented analysis-synthesis 
coder (OBJ. COD. ). 

Fig. 20. Illustration of the blocking artefacts for a detail of Fig. 16. A: 
block-oriented hybrid coder ( R M 8 ) ;  B: object-oriented analysis-synthesis 
coder (OBJ. COD. J. 

coder. Annoying coding errors which are known from block- 
oriented hybrid coding as blocking artefacts (Figs. 19A and 
20A), do not occur for object-oriented coding. As a whole the 
decoded image of the object-oriented analysis-synthesis coder 
appears sharper compared to the block-oriented hybrid coder 
(Figs. 19B and 20B). 

V. CONCLUSION 

In this paper, the bit allocation for an object-oriented 
analysis-synthesis coder based on the source model of flexible 
2D-objects with 2D-motion has been optimized first. The 
approximation error of the shape representation as well as the 
spatial and amplitude resolution of the motion description have 
been varied in order to minimize the overall data rate, i.e. the 
sum of the bit rates for the three parameter sets, at a given 
image quality. It has been found that for 

motion and shape information, geometrical distortions due 
to small position errors of an object are allowed. These 
distortions are less annoying than quantization errors. 

- The object-oriented priority control of the colour pa- 
rameter transmission allows to emphasize the coding of 
important object features. It is possible e.g. to encode small 
objects like eyes more accurately than the other areas. 

- In the block-oriented coder about 40 percent of the image 
area is updated by colour coding (at a data rate of 64 
kbit/s). Allowing small position errors of objects and 
transmitting the shape information, this amount can be 
reduced to 4 percent of the image area without introducing 
annoying distortions. 

- Owing to the efficient coding of the shape and motion 
information in the object-oriented analysis-synthesis coder, 
about 70 percent of the data rate (r = 64 kbit/s) is available 
for the coding of the colour updating. This corresponds to 
a data rate of about I bit per pixel compared to 0.1 bit 
per pixel for the block-oriented coder, i.e. the SNR of the 
image area updated by colour coding is higher than for 
the block-oriented coder. 

- If the assessment of the image quality is based on a 
subjectively weighted criterion the image quality of the 
object-oriented analysis-synthesis coder is about 0.3-1 dB, 
in image areas of eyes and mouth up to 4 dB better 
compared to block-oriented hybrid coder. 

- As a whole, the decoded image of the object-oriented 
analysis-synthesis coder appears sharper compared to the 
block-oriented hybrid coder. 
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