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ABSTRACT

We introduce an efficient method for scalable compression of ani-
mated 3D meshes. The approach consists of a combination of inter-
frame motion compensation and layer-wise predictive coding of re-
maining residuals. It is shown that motion compensated predictive
coding can lead to a significant improvement in compression per-
formance upon the current state of the art with gains of over 40%.
In addition, the created bit stream is temporally and spatially sca-
lable allowing an adaptation to network transfer rates and end-user
devices. This compression method is currently standardized within
MPEG as part of MPEG-4 AFX Amd. 2, where it is referred to as
FAMC - Frame-based Animated Mesh Compression.

Index Terms— Mesh compression, animation compression, dy-
namic mesh compression, MPEG-4, AFX.

1. INTRODUCTION

Animated 3D content is starting to become an integral part of many
applications. It is already employed in numerous domains ranging
from video games, CGI films, and special effects to scientific visua-
lization and CAD. Applications in other prospective domains like 3D
television and 3D cinema, immersive CAD, etc. already exist or are
in development. In all these domains exists an increasing demand for
efficient storage of animated 3D content. Furthermore, transmission
of animated 3D content over different types of access networks (like
the Internet, local area networks, or mobile networks) using diffe-
rent types of receiving devices (like PCs, laptops, PDAs, and smart
phones) gains increasing importance. This imposes additional requi-
rements to compressed data, since it has to be adaptable to network
transfer rates and end-user devices.

FAMC (Frame-based Animated Mesh Compression), which is
currently standardized within MPEG, accommodates to this requi-
rements. It allows to efficiently compress sequences of static mes-
hes of same connectivity in a scalable fashion by creating embedded
scalable bit streams that allow layer-wise decoding and successive
reconstruction of animated 3D content (Fig. 1).

In 1999 Lengyel presented the first method for compression of
animated 3D meshes [1]. Since then several approaches were intro-
duced, which can be classified into four groups: (1) deformation
based approaches [1, 2, 3], (2) transform based approaches [4, 5],
(3) predictive approaches [6, 7, 8, 9, 10], and (4) combinations of
approaches of the first 3 groups [11, 12]. Only the predictive ap-
proaches [8, 9, 10] are capable for spatially and temporally scalable
compression achieving efficient compression mainly at levels of high
visual quality.

This work is partly supported by the EC within FP6 under Grant 511568
with the acronym 3DTV.

Fig. 1. Illustration of a part of an embedded spatially scalable bit-
stream.

In this paper we will present the FAMC method for spatially
and temporally scalable compression, which is based on [9, 10, 3].
It consists of a combination of a deformation based approach and a
predictive approach. Compared to previous approaches the FAMC
method allows increased compression efficiency at high as well as at
lower levels of visual quality and provides a temporally and spatially
scalable bit stream.

The rest of the paper is organized as follows. An overview of the
proposed scalable FAMC method is given in Section 2 by describing
in detail the components of the encoder. Compression results are eva-
luated and discussed in Section 3. Finally, we end with a conclusion
in Section 4.

2. THE SCALABLE FAMC ENCODER

The proposed scalable FAMC encoder is illustrated in Fig. 2. The en-
coder has as input a sequence of static 3D meshesF0, . . . ,Ft, . . . ,FF

with identical mesh connectivity, called frames. A frame Ft has al-
ways V vertices with 3D coordinates pv

t assigned to each vertex v
at instant t. Additional photometric attributes like vertex normals
and vertex colors can be also encoded with the FAMC encoder.
In the following we describe the encoding process only for vertex
coordinates.

First, mesh connectivity and all 3D coordinates of F0 are enco-
ded with a static mesh encoder. We employ here 3DMC [13], which
is already part of the MPEG-4 standard. Subsequently, the first fra-
me, frame F0, is exploited in the components Motion-model desi-
gner and Layered decomposition designer in order to extract infor-
mation, which enables an efficient encoding of the remaining frames.
Vertex coordinates of frames F1, . . . ,FF provide input to a chain of
three successive modules: (1) Skinning-based motion compensati-
on, (2) Layered prediction, and (3) CABAC. In this processing chain
inter- and intra-frame dependencies are exploited for achieving effi-



Fig. 2. A block diagram of the scalable FAMC encoder.

cient compression. First, motion is compensated from frame to frame
using a skinning model. Subsequently, the residual signal is predic-
tively encoded and the encoded data is organized in spatial and tem-
poral layers. Finally, this data is entropy encoded and a multiplexer
creates an embedded scalable bit-stream. In the following we detail
the components of the scalable FAMC architecture.

2.1. Skinning-based motion compensation

First, skinning model parameters are calculated in the Motion Model
Designer module. For this, mesh vertices are partitioned into a set of
K clusters. The applied partitioning method guarantees that all 3D
coordinates which are part of a cluster k in time instance t can be
accurately described by a single 3D affine transform Ak

t relative to
corresponding 3D coordinates in the first frame. Once the partition
is determined, a skinning model is computed [3].

In the Skinning-based motion compensation module (Fig. 2) a
predicted position p̂v

t of a vertex v at instance t is specified, which is
given by

p̂v
t =
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t
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where wv
k is a real-valued coefficient, so-called animation weight,

which controls the influence of cluster k on the motion of the con-
sidered vertex v. The weight vector ~wv = (wv

1 , . . . , wv
K), which

leads to the smallest Euclidean error, is determined by finding the
minimum of the following functional:
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The principle of linearly combining affine motions offers the advan-
tage of obtaining a globally smooth motion field.

As a result of the skinning-based motion compensation step re-
siduals

εv
t := pv

t − p̂v
t ∀ t ∈ {1, . . . , F}, ∀ v ∈ {1, . . . , V }.

are obtained. In the end, sets of residuals E1, . . . , EF (residual fra-
mes) are provided as input to the next module and skinning model
parameters (~wv)1≤v≤V and (Ak

t )1≤k≤K
1≤t≤F are encoded with CABAC.

Fig. 3. A block diagram of the layered prediction module.

2.2. Layered prediction

Predictive coding is employed in the Layered prediction module to
reduce remaining spatio-temporal dependencies between residuals.
First, a so called layered decomposition is calculated in the Laye-
red decomposition designer and prediction parameters are deduced
from the encoder settings. The derivation of this data is described in
Section 2.2.1. Subsequently, all residual frames (Et)1≤t≤F are pre-
dictively encoded. Residual frames are not necessarily encoded in
display order, i.e. t = 1, . . . , F . In Section 2.2.3 frame encoding
orders will be discussed.

Without loss of generality we assume now that residual frame
Et has to be encoded. All residuals εvi

t are predictively encoded in
a predefined order εv1

t . . . , εvV
t using a DPCM loop (Fig. 3). Each

predicted value ε̂vi
t is calculated based on already encoded residuals

of the local spatio-temporal neighborhood. The residuals encoding
order O = (v1 . . . , vV ) and the predicted residual value ε̂vi

t are
determined with help of the layered decomposition and prediction
parameters. Finally new residuals rvi

t are determined, which are or-
ganized in L sets R1

t , . . . , R
L
t and provided to the CABAC module

for entropy encoding. These L sets per instant t define spatial layers
and allow to create an embedded spatially scalable bit stream. Hence,
spatial layers can be decoded successively at the decoder and allow
for a gradual increase the spatial resolution per frame.

2.2.1. Layered decomposition and prediction parameters

A layered decomposition consists of pairs

LDi = (vi, Si) for 1 ≤ i ≤ V,

with v1, . . . , vV specifying the residuals encoding order O, and
Si beeing a set of vertices in the neighborhood of vertex vi with
Si ⊂ {v1, . . . , vi−1}. This sequence of pairs (LDi)1≤i≤V is
calculated in the Layered decomposition designer using a mesh sim-
plification algorithm, which is applied to the first frame [14, 10].
The order of vertex removal defines the reverse encoding order
O′ = (vV , . . . , vi, . . . , v1), whereas each set Si is defined as the
set of neighboring vertices of vertex vi before its removal. Thus, the
information given with (LDi)1≤i≤V allows to reverse the process
of mesh simplification in the Layered prediction module, i.e. all
residuals εvi

t are predictively encoded in order O whereas each ε̂vi
t

is calculated based on already encoded residuals ε̄u
t with u ∈ Svi .

Besides encoded residuals ε̄u
t of instant t with u ∈ Svi also

corresponding residuals of other instances (reference frames) can be
used for calculating a predicted value ε̂vi

t (Fig. 4). This additional
information is specified by the prediction parameters. Prediction pa-
rameters indicate for each residual frame Et: the employed predictor
type (linear or non-linear), the frame type (I, P, or B-frame), and
associated instances of reference frames used for prediction. An I-
frame has no reference frames, while a P- and a B-frame have re-
spectively one and two reference frames.



Fig. 4. Illustration of a B-frame predictor.

2.2.2. Predictors

Prediction parameters fix for each instant t: a prediction type, a fra-
me type, and corresponding reference frames. All residuals εvi

t of
instant t are then encoded in residuals encoding orderO and for each
residual a predicted value ε̂v

t is calculated involving encoded residu-
als specified with help of Sv and reference frames. For instance, in
a B-frame with reference frames r1 and r2 the following encoded
residuals are exploited for prediction of εv

t : all ε̄u
t with u ∈ Sv and

all ε̄u
τ with τ ∈ {r1, r2} and u ∈ Sv ∪ {v}. In Figure 4 a linear B-

frame predictor is illustrated. It predicts a residual εv
t by determining

a correction vector, which is relative to the barycenter of neighboring
residuals (indicated by Sv) in the current frame. The correction vec-
tor is calculated as the average of correction vectors determined in
the two reference frames. For linear P-frame prediction a correction
vector is calculated similar by using only one reference frame, while
for I-frame prediction the correction vector is assumed to be a zero
vector. Non-linear prediction is performed by representing correcti-
on vectors in local coordinate frames [10].

2.2.3. Frame Encoding Order

The MPEG-4/FAMC standard is designed to support arbitrary enco-
ding orders for residual frames (Et)t∈{1,...,F}. This allows to enco-
de residual frames also in an order which creates a temporally (and
spatially) scalable bit stream. For this a hierarchical B-frame order
is employed, which is illustrated in Figure 5 from top to bottom.

First, residual frame E1 is encoded as an I-frame. Thereafter re-
sidual frame E1+2N is encoded as a P-frame, with N ∈ N0 being
a constant defined in the encoder settings. Thereafter, all frames in-
between are encoded in the order depicted in Fig. 5. Following fra-
mes are encoded similar in groups of meshes (GOM) of size 2N by
employing the same frame structure. This GOM-wise frame enco-
ding order provides a temporally scalable bit stream, since by skip-
ping the last encoded frames of a GOM during decoding, a GOM is
obtained with reduced frame rate.

Finally, all new residual frames (R1
t , . . . , R

L
t )t, which are alrea-

dy organized in spatial layers, are provided to the CABAC module,
with t ∈ {1, . . . , F} being in hierarchical B-frame order.

2.3. CABAC

In order to ensure an efficient entropy coding while keeping a low
computational cost of the encoding/decoding processes, the CABAC
(Context-based Adaptive Binary Coding) approach has been adopted
in the MPEG-4 / FAMC standard [15]. It is retained from the MPEG-
4 / AVC - H.264 standard [16] and it is well known for its mechanism
for fast adaptation to statistical distributions.

Fig. 5. Illustration of a hierarchical B-frame order with N = 3.

CABAC encodes all (Rl
t)

1≤l≤L
1≤t≤F independently of each other

and provides the encoded data to a multiplexer (Fig. 2), where a spa-
tially and temporally scalable bit stream is created.

3. EVALUATION AND RESULTS

We evaluated the FAMC method using about 30 different mesh se-
quences [17] of various spatial resolution, length, and motion. In the
following we show exemplary the evaluation results for mesh se-
quence CHICKEN consisting of 400 frames and 3030 vertices per
frame (the CHICKEN character was created by Andrew Glassner et
al., Microsoft Cooperation). The evaluation with the other sequences
led to comparable results. We measure the bit rate in bits per vertex
and frame (bpvf), while distortions between original and reconstruc-
ted mesh sequence are expressed using the KG error [4].

In Fig. 6 the influence of the level of spatial and temporal sca-
lability to the bit rate is illustrated. Best compression efficiency is
realized using 8 spatial layers combined with a GOM size greater or
equal to 8. Thus, the support of spatial and temporal scalability leads
to compression gains.

We evaluated the compression performance of the proposed sca-
lable FAMC encoder using two variants which are supported in the
standard: (1) FAMC (MC, LP), where motion compensation (MC) is
performed as defined in Eq. 1, and (2) FAMC (no MC, LP), where no
MC is performed, i.e. 3D coordinates are conducted directly to the
layered prediction module (Fig. 2). A rate-distortion curve of a third
FAMC variant, FAMC (MC, DCT) [15], which is also supported in
the standard and does not support spatial and temporal scalability, is
added in Fig. 7 for comparison reasons. We also compared the com-
pression efficiency of the FAMC variants to the recently proposed
compression methods TWC [5], MCDWT [11], and CPCA [12].

FAMC (MC, LP) exploits information from the whole mesh se-
quence to derive a skinning model and uses this data later for MC,
while FAMC (no MC, LP) encodes frames in GOM-by-GOM fashi-
on by exploiting only dependencies within a GOM and between con-
secutive GOMs, i.e. no global view to the whole sequence is needed.
This leads to a fast encoding process and low memory requirements.
On the other hand, the exploitation of a skinning model leads to addi-
tional gains in bit rate of 15% at an error of 0.044% (Fig. 7). FAMC
(MC, DCT) shows best overall performance at the expense of spa-
tial and temporal scalability. In the domain of very high quality (er-
rors below 0.015%) all three FAMC variants show almost the same
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Fig. 6. Impact of the level of spatial and temporal scalability on the
coding efficiency at a fixed KG-error of 0.044 %.
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Fig. 7. Comparative compression results. A KG error of less than
0.044% can be regarded as lossless with regard to visual quality.

compression efficiency. TWC, MCTWC, and CPCA are significant-
ly outperformed by FAMC in almost all error domains, e.g. FAMC
(no MC, LP) and FAMC (MC, LP) achieve gains in bit-rate of over
30% and 40% respectively at an error of 0.044% when compared to
this approaches.

4. CONCLUSION

We have introduced the scalable FAMC method for animated 3D
meshes. In the evaluation we have shown that spatial and tempo-
ral scalability leads to increased compression performance. We have
shown that layer-wise predictive coding leads to gains of 30% upon
the current state of the art in domains of high visual quality and pro-
vides features like spatial and temporal scalability, fast encoding, and
low memory requirement. Furthermore, we have shown that a glo-
bal view to the mesh sequence can be exploited for efficient motion
compensation leading to additional gains of 15%.
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