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Fig. 1. A web-based information kiosk and a customer service site that
integrates a web site with a talking head.

Abstract— This paper describes the extension of an image-
based facial animation system with an image-based head ani-
mation system. The head animation system consists of the visual
analysis of a human subject and the synthesis of a photo-realistic
head animation. In the analysis, a database with head images of
a human subject is created. The head unit selection algorithm
selects for every given head pose the best head sample from the
database. Afterwards, the head image is rendered with additional
facial parts such as mouth and eyes. A novel approach based on
a database of head samples to select the head samples using the
head orientation as a key is presented here, so that a photo-
realistic head animation can be generated.

I. I NTRODUCTION

Computer aided modelling of human faces usually requires
a lot of manual control to achieve realistic animations and to
prevent unrealistic or non-face like results. Humans are very
sensitive to any abnormal lineaments, so that facial animation
remains a challenging task till this day. Facial animation
combined with text-to-speech synthesis (TTS), also known
as talking head, can be used as a modern human-machine
interface. In Fig. 1, a typical application of facial animation
is presented. Here, an internet-based customer service site
integrates a talking head into its web site. Subjective tests
showed that Electronic Commerce Web sites with talking
heads get a higher ranking than without [1] [2].

Today animation techniques range from animating 3D mo-
dels to image-based rendering of models. In order to animate
a 3D model consisting of a 3D mesh, which defines the
geometric shape of the head, the vertices of the 3D mesh are
moved. The first approaches to animation started in the early
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Fig. 2. Image-based facial animation system.

70’s [3]. From that time on different animation techniques
were developed, which continuously improved the animation
[4]–[6]. However, animating a 3D model still does not achieve
photo-realism. Photo-realism means to generate animations
that are undistinguishable from a recorded video. Recently,
image-based facial animation was introduced [7] [8]. Image-
based rendering processes only 2D images, so that new ani-
mations are generated by combining different facial parts of
recorded image sequences.

Our image-based facial animation system consists of two
main parts: audiovisual analysis of a recorded human subject
and synthesis of facial animation [9], [10]. In the analysis part,
a database with images of deformable facial parts of the human
subject is created. After the motion parameters are calculated
for each frame of the recorded image sequence, mouth samples
are normalized, or compensated for head pose variations and
stored into a database. Each mouth sample is characterized
by a number of parameters consisting of its phonetic context
and visual information, which are required for the selection
of samples to create animations. A face is synthesized by first
generating the audio from a TTS synthesizer (Fig. 2). The
TTS synthesizer sends phonemes and their durations to the
mouth unit selection engine, which chooses the best mouth
samples from the database. Then image rendering overlays
these samples over a background video sequence. Background
sequences are recorded video sequences of the human subject
with typical short head movements.

A drawback of this system is the use of background se-
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quences, since these include head and eye movements, which
cannot be controlled during the animation. However, head
motions play an essential role as a major channel of non-verbal
communicative behavior. For instance, a nod is a strong clue
to the interlocutor. Thus, head animations which consider the
semantic of the spoken output of the TTS synthesizer, will add
realism to facial animations.

In this paper the image-based facial animation system is
extended by an image-based head animations system (Fig. 3).
Our head animation system uses a very similar principle as the
face animation system (Fig. 2). A database of a human subject
is generated with head images in order to synthesize head
animations. Note, that image-based facial animations concen-
trated on synthesizing correct mouth movements to spoken
output and does not try to generate head animations. Our
head animation system is limited to synthesize head rotations,
whereas the system does not concentrate on other features,
such as the shoulder, which remains at the same position.
Furthermore, since we are not modelling the dynamics of hair,
the human subject needs to have short hair in order to be
animated. For instance, if the hair lays on the shoulder, our
system would be incapable of animating the head. Please note
that how a human-being moves his head while speaking is also
not addressed in this paper. Eisert et all. [11] use a similar
approach for an immersive video conferencing system. In this
system, the point of view of a monocular camera needs to be
changed, so that the head can be rendered in different poses.
For this, a database with head images is generated in which the
human subject moves his head from left to right. Afterwards
the head pose can be varied in this direction. However, the
head cannot be rotated in other directions without distortions.
We propose a more flexible head animation, in which the
head can be rotated in any direction. Moreover, we propose a
new algorithm to generate an efficient database for selection
of the best head frames for a smooth and natural animation.
In such a manner, the proposed system allows photo-realistic
animations, which are evaluated by subjective tests.

In the remainder of this paper, we describe in Section II the
analysis and in Section III the synthesis of our head animation
system. Some experimental results of the our head animation
system are presented in section IV.

II. A NALYSIS OF THE HEAD ANIMATION SYSTEM

Before any data is stored in the database of the head
animation system, several recordings need to precede the
process. First a human subject is recorded, slowly moving his
head horizontally and vertically from−45◦ to 45◦. The subject
must maintain the same facial expression during the recording,
as well as keep the mouth closed. During this recording,
a controlled lighting environment is held in order to allow
diffuse illumination.

In a second recording step, the geometric shape of the
subject’s head is determined by a 3D laser scan. This 3D
scanner uses a 3D mesh consisting of 3D vertices and their
connectivity to define the surface of the head of the subject.
Then a generic face model is precisely adapted to the obtained
3D scan resulting in a personalized head model [12].
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Fig. 3. Extended image-based facial animation system with an integrated
head animation. Instead of using a background sequence, a sequence of head
images selected from the database is rendered.

Finally, in the analysis part, motion parameters defining
rotation and translation of the head and neck are estimated
for each frame of the recorded image sequence. The pose
parameters of the head and neck must be very accurate,
otherwise a jerky animation will be generated later.

Our system uses a gradient-based motion estimation al-
gorithm, which was initially proposed by Lucas et al. [13].
The most important facts are summarized in the following
subsections.

A. Head Motion Estimation

Let I(u, t) be the brightness at the locationu = (x, y)T

in the imageI recorded at timet. The initial frame to which
a personalized face model is adapted is denoted asI(t0) and
referred to as reference image. The area in the reference image
marked by the face model is called the reference template and
it is used for motion estimation. In this area, a number of
feature points containing the texture information are defined by
u ∈ Ω. These points must have distinct visual characteristics
such as a high gradient. We use the Harris detector for
feature point detection [14]. The feature points are tracked
throughout the image sequence. The 3D points corresponding
to u are denoted asU = (X, Y, Z)T . The rigid motion of
3D points throughout the image sequence is described by a
parametric motion model defined asF (u, λ), parameterized
by λ = (wx, wy, wz, tx, ty, tz)T with F (u,0) = u.

The problem with motion estimation of a rigid face model
can be stated as (Fig. 4): In an imageI(t) a 3D point U
is moved from its original position, defined by the reference
template, to a new positionU′. Similarly, the pointu on
the camera target with the luminance valueI(u, t0) in the
reference template, is moved fromF (u,0) to the position
F (u, λ) in image I(t). Assuming diffuse illumination and
diffuse reflecting surfaces,

I(u, t0) = I(F (u, λ), t) for allu ∈ Ω (1)

holds. For motion estimation we minimize the cost function
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Fig. 4. Motion of a 2D feature point fromF (u,0) in the reference image
I(t0) to F (u, λ) in imageI(t), while the corresponding 3D feature point
moves fromU to U′.

C(λ) =
∑
u∈Ω

[I(F (u, λ), t)− I(u, t0)]
2 (2)

We can solve (2) with optical flow, which assumes a linear
signal model. For thisI(F (u, λ), t) is approximated by a
Taylor polynomial of first order

I(F (u, λ), t) ≈I(F (u, 0), t) +
∂I(F (u, λ), t)

∂F (u, λ)

∣∣∣∣
λ=0

∂F (u, λ)
∂λ

∣∣∣∣
λ=0

λ

(3)

where Iu(u, t) = ∂I(F (u,λ),t)
∂F (u,λ)

∣∣∣
λ=0

is the spatial gradient

andFλ(u,0) = ∂F (u,λ)
∂λ

∣∣∣
λ=0

the derivative of the parametric
motion model.

I(F (u, λ), t) in (2) can be replaced by (3) and the following
equation is obtained

C(λ) ≈
∑
u∈Ω

(Iu(u, t)Fλ(u,0)λ + I(u, t)− I(u, t0))
2 (4)

In order to find the minimum of (4),C(λ) is differentiated
with respect toλ and set equal to zero. Thenλ is iteratively
calculated by means of incremental motion parametersλi

λ =−

(∑
u∈Ω

[Iu(u, t)Fλ(u,0)]T [Iu(u, t)Fλ(u,0)]

)−1

∑
u∈Ω

[I(u, t)− I(u, t0)][Iu(u, t)Fλ(u,0)]T
(5)

After every estimation ofλi the face model is moved byλi.
The updated face model with the new feature positions, e.g.
u1 = F (u, λ1) defines the starting point of the new estimation,
which is continued until the motion parameters converge, i.e.
λi → 0.

The parametric motion modelF describes the motion of a
2D feature pointu from F (u,0) to F (u, λ) by first movingU
to U′ and then projecting the 3D point onto the camera target

F(u, λ)

frame tframe t− 1

λ

Nx

2 × Ny

2

resolution
Nx ×Ny

Fig. 5. Hierarchical implementation of the gradient-based motion estimation
algorithm enables to determine larger motions between consecutive frames.
Here the original frame has a resolution ofNxxNy and the frames with lower
resolution are reduced by a factor of two. The motion parameters between
frame t− 1 and t are determined from top to bottom.

(Fig. 4). Motion in 3D consists of rotationR and translation
T with

U′ = RU + T (6)

The perspective projection of a 3D pointU′ onto the camera
target can be calculated as

F (u, λ) = f

 U ′
x−U ′

yωz+U ′
zωy+tx

−U ′
xωy+U ′

yωx+U ′
z+tz

U ′
xωz+U ′

y−U ′
zωx+ty

−U ′
xωy+U ′

yωx+U ′
z+tz

 (7)

in which f is the focal length.
In order to determineFλ(u,0) the partial derivative with

respect toλ is calculated:

Fλ(u,0) =
∂F (u, λ)

∂λ

∣∣∣∣
λ=0

=
f

U ′2
z

·(
−U ′

xU ′
y U ′

x + U ′
z −U ′

yU ′
z U ′

z 0 −U ′
x

−(U ′
x + U ′

y) U ′
xU ′

y U ′
xU ′

z 0 U ′
z −U ′

y

)
(8)

The gradient-based algorithm tries to track feature points
throughout the image sequence. Hence, the feature points must
have significant visual characteristics which is provided by a
high gradient, so that feature points can be easily determined
in consecutive images. The number of feature points must be
adequate for precise motion estimation. We used between 1500
and 2500 feature points. In real sequences local deformations
and illumination changes occur. Hence, feature points affected
by these changes must be identified and weighted in order to
improve the robustness.

Since gradient-based motion estimation algorithms assu-
me a linear signal model, only small motions between two
consecutive frames are accurately estimated. A hierarchical
implementation of the gradient-based motion estimation al-
gorithm enables the determination of larger motions between
consecutive frames. For this, a resolution pyramid of the
frames t − 1 and t is determined (Fig. 5). An image with
a lower resolution is obtained by low pass filtering the image
with a higher resolution and subsampling by a factor of two.
The motion parameters are iteratively estimated by first using
the image with the lowest resolution and finally the original
image (top to bottom of the resolution pyramid). As a side
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(a) (b)

Fig. 6. Segmentation of the head from the background. a) Recorded versus
segmented image b) Parts seletced by red dashed box are displayed with
increased resolution.

effect the computational effort is reduced by a hierarchical
implementation.

B. Neck Motion Estimation

Since we simplify the head animation to rotation only, we
assume that the shoulder remains at the same position during
the animation. Hence, the 2D position of the neck silhouette
is sufficient to smoothly combine the head image with the
shoulder. The non-rigid motion of the neck is estimated by
tracking each neck vertex independently throughout the image
sequence and minimizing the cost function of (2). For this
(7) is simplified to a parametric motion model with the two
degrees of freedomtx and ty. Since a single vertex cannot
be accurately tracked, additional feature pointsu ∈ Θ are
placed in the neighborhood. For each vertex the feature points
denoted asu are tracked throughout the image sequence by
minimizing the cost function

C(λ) ≈
∑
u∈Θ

(Iu(u, t)Fλ(u,0)λ + I(u, t)− I(u, t0))
2 (9)

with λ = (tx, ty)T .
So far, the motion estimation of the neck gives an appro-

ximation of the position of the neck. In order to estimate
the silhouette of the neck more precisely, a deformable line
template is used. A line template consists of a set ofL
segmentssl, which are ordered and connected to each other.
Each segment corresponds to a position in the imagesl =
(x, y). The goal is to deform the template so that it matches
a binary imageIb. This image is generated by processing
the original frame with a gradient filter in horizontal and
vertical direction and then thresholding, resulting in the binary
image Ib. In this image, the neck silhouette is displayed by
white pixels. Hence, the line template is deformed in such
a way that as many segmentssl as possible are located at
white pixels, while maintaining additional conditions, such as
deformation limits. The deformation of a template is denoted
as T = {(x1, y1), ..., (xL, yL)}. The goal is to find that
deformation that maximizes the sum of the segment matches

T = argmax
L∑

l=1

Ib(xl, yl) (10)

head image

X

Y

Z

wx

wy

Fig. 7. A database contains a few hundred head images with different poses.
Each image is labelled by its position on the unit sphere.

The shoulder and head are the upper and lower bound of
the line template and are also considered. Finally, the position
of the neck vertices are updated to the new positions given by
the line template. Then the calculated motion parameters are
stored for each frame.

C. Segmentation of Head Images

In order to animate the head we need to segment the head
from the background (Fig. 6). Image segmentation techniques
can be categorized as histogram thresholding [15], edge-based
approaches [16], and region-based approaches [17]. We ad-
dress the problem of segmenting the head from the background
by using histogram thresholding, which is a widely used sim-
ple technique. Histogram thresholding assumes that images are
composed of regions with different color ranges corresponding
to a region. In order to simplify the segmentation, we are using
a single color background, which can be easily segmented
from the foreground. First the user has to approximate the
RGB (red, green, blue) value range of the background with a
color picker of an image processing software. Afterwards the
meanm and varianceσ2 of each RGB value of the background
are computed to classify each pixelx either to the foreground,
indicated by a1 or background indicated by a0 resulting
in a binary image. The following condition classifies pixelx
consisting of an R, G, and B value

Pixel(x) =

 1 : else
0 : (xR −mR)2 ≤ σ2

R∧
(xG −mG)2 ≤ σ2

G ∧ (xB −mB)2 ≤ σ2
B

(11)
The results of the classification are stored in the alpha

channel of the image. Now, for each head image, a binary
image is determined by using (11). If a pixel has the value zero
in the alpha channel, then this pixel belongs to the background
and is deleted. Otherwise the pixel belongs to the head and is
displayed.

D. Generating Database with Head Images

The head is segmented from the background and stored in a
database. Each head image is characterized by its out-of-plane
rotation parameterswx andwy giving the pose of the human
head versus the camera target.
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Fig. 8. In this example the six framesAi of the animation path are projected
onto the unit sphere of the head database. The database consists of five images
Hj . For each frameAi the head imageHj is selected with the smallest
Euclidean distance. For instance, forA1 and A2 H1 is selected, while for
A3 andA4 H4 is selected.

These two parameters can be understood as spherical coor-
dinates describing a position on the unit sphere (Fig. 7). All
head images can be projected onto this unit sphere, which
represents the database of head images.

Hx =sin(wx)cos(wy)
Hy =sin(wx)sin(wy)
Hz =cos(wx)

(12)

The positionHt = (Hx,Hy,Hz)T onto the unit sphere
characterizes a particular imageI(t). In this way, all head
images in the database are projected onto the unit sphere.

The idea of characterizing head images in this way is
derived from texturing a face model. In order to generate
a perfect face texture, images taken from all out-of-plane
rotations are required. As a consequence, an infinite number
of images taken with different head poses need to be provided.

III. SYNTHESIS OF THEHEAD ANIMATION SYSTEM

A video sequence with head motion is synthesized by
providing an animation path, denoted asAi, describing the
head pose in each framei. First the head unit selection projects
the out-of-plane rotation parameters of the animation path onto
the unit sphere of the database, which containsN images.
The head images are denoted asHj . Then for each framei of
the animation pathAi the head imageHj with the smallest
Euclidean distance on the unit sphere is selected.

∀Ai ∈ A∃Hj ∈ H∀Hk ∈ H : ‖Ai−Hj‖ ≤ ‖Ai−Hk‖ (13)

An example of the proposed method is shown in Fig. 8.
Finally, the selected head images are mapped onto a face

model, which is then moved to the correct head position
given by the animation path, resulting in a video with head
motion. Afterwards the head image is rendered with eye and
mouthparts in order to generate the appropriate mouth and
eye movements for the spoken output. As a result, photo-
realistic facial animations including controlled head motion
can be generated.

20

132

97

140

Fig. 9. Here four frames from a generated head animation sequence are
shown. The rotation can be controlled by the user.

IV. RESULTS

We evaluated the described technique by generating dif-
ferent head animations. The animation path was given by
previously recorded background sequences, while the eye and
mouthparts were taken from recorded sequences. As seen in
Fig. 9 various results are presented.

Our goal is to achieve photo-realistic head animations. The
quality of these animations can be only evaluated by looking
at the entire image sequence, since the smooth transition
between consecutive frames is essential. Therefore, showing
single frames as in Fig. 9 does not give evidence to the quality
of the animations.

For this reason, we performed subjective tests in which eight
participants evaluated the naturalness of our head animations.
Altogether five recorded and five animated sequences, each
with three to five seconds duration, were played in a random
order and consecutively evaluated.

Before the test, however, participants were shown an origi-
nal and animated sequence to get some sense for the quality
scale. The test was followed by an interview concerning the
good and bad characteristics of the video clips.

The quality of the animated head sequences decreases with
increasing rotation angles. This is mainly due to artifacts at
the boundary between the neck and the background where
small motion estimation errors become visible as small shifts.
Rotation smaller than8◦ were evaluated as good.



6

V. CONCLUSIONS

We developed an image-based head animation system. First,
we described the procedure of generating a database with
head images. The head and neck pose has to be estimated
in each image. Afterwards, the head is cropped out from
the background and stored in the database with the head
orientation as the key. A head animation is then synthesized by
the selection of the appropriate head images from a database
for a given animation path. After texturing the face model with
a given head image, the animation is moved to the correct
pose. Finally, eye and mouthparts are added. Subjective tests
showed, that the proposed head animation system achieves
good animation results.
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