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1. INTRODUCTION 
Parameter based facial animation allows the 
convincing generation of facial expressions at a very 
low bitrate. This makes it very suitable for talking 
head applications where the channel capacity is 
highly limited and an exact reproduction is not 
imperative, like virtual meeting rooms in the Internet, 
or where the animated head does not represent a 
human being (e. g. networked human-machine-
interface). 

Today's facial animation systems use a generic head 
model which is fit to the geometric 3D data of an 
individual head in the setup phase [1]. The animation 
rules, which describe how each animation parameter 
deforms the generic model, is hard coded into the 
animation system and strongly related to the used 
generic model. This makes the animation system very 
inflexible: it cannot animate other head models (e. g. 
of other topology, higher resolution, etc.) without 
major changes. Hence, only proprietary solutions are 
available today. 

In this contribution, we describe a new model-
independent animation architecture, which allows to 
download an arbitrary head model and the 
information how to animate it. During the 
initialization, the encoder sends a VRML 2.0 head 
model and an animation table, which specifies the 
animation rules for the animation parameters, to the 
decoder. During animation, the receiver decodes the 
animation parameter stream and animates the 
downloaded head model according to the rules. 

Since the model is defined by the encoder, no head 
fitting at the decoder has to be performed. 
Furthermore, this approach allows the encoder a 
precise control over the decoder enabling applications 
like virtual representatives where it is important not 
to distort visual information like attitudes or moods. 
Downloading a head model to the decoder does not 
slow down animation speed at the decoder. 

2. MODELING THE HEAD FOR ANIMATION 

2.1 Modeling in VRML 2.0 
VRML 2.0 [2] already defines a file format for the 
modeling of 3D objects in virtual worlds. This file 

format can be used to define the shape, texture and 
transformation hierarchy of the head model in a scene 
graph. 

The topology of the scene graph is given by the 
transformation hierarchy and the existence of 
different texture maps for single parts of the head. 

Two node classes in VRML 2.0 are of particular 
interest for facial animation: Transform and 
Indexed?aceSet nodes: Transform nodes allow the 
definition of rigid transformations like translation, 
rotation and scaling. Whenever possible this node 
should be used for the definition of an animation as it 
takes full advantage of the hardware accelerated 
graphics rendering engine. 

If the animation of an object includes flexible 
deformations, an IndexedFaceSet node has to be used 
to describe this object. This object is then animated 
by replacing the changed coordinate positions with 
the new values. 

Figure 1 gives an example of a simplified scene graph 
for a head model. The head consists of 3 objects. The 
face and the eyes. As the face has to undergo flexible 
deformations during animation, it is modeled in an 
IndexedFaceSet node. The eyes are modeled with 
Squere nodes. Transformation nodes specify their 
rigid transformations. A Transformation node at the 
top of the scene graph is used to control global head 
movements (rotation, nodding, etc.). 

2.2 Including Animation Related Information in 
the Scene Graph 
The animation system decodes the incoming 
animation parameter stream and determines the 
update information for IndexedFaceSet and 
Transform nodes. Therefore it must be able to access 
these nodes unambiguously. This can be done by 
assigning them labels with the DEF statement in 
VRML 2.0. 

3. DEFINING RULES FOR THE ANIMATION 
PARAMETERS IN AN ANIMATION TABLE 
The animation table defines for each animation 
parameter, which nodes are animated by it and how. 
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Figure 1: Scene Graph for a VRML Description of a Simple Head Model. 

Figure 2: Piecewise-linear Approximation of a Complex Motion. 

3.1 Transform nodes 
If an animation parameter causes an update of an 
Transform node, the animation table has to specify, 
which field in the Transform node is updated by this 
animation parameter. Then, during animation, the 
value of the animation parameter is directly inserted 
into this field. 

3.2 IndexedFaceSet nodes 
Flexible Deformations of IndexedFaceSet nodes can 
be approximated by piecewise-linear approximation 
(Figure 2). 

The animation table lists for an IndexedFaceSet node, 
which is deformed by a given animation parameter, 
the interval borders, affected vertices and 

displacement vectors (Table 1). During animation, the 
decoder determines for a received value of this 
animation parameter, in what interval it is lying, and 
piecewise-linearly interpolates the motion of the 
affected vertices. 

3.3 Example of a Simple Animation Table 
To make our concept of animation tables clearer, we 
give a simple example, in which the rules for two 
animation parameters are defined (Table 2). The 
animation parameter 1 is specified such that the 
values for it during animation replace the rotation 
field of the Transform node for the left eye. 
Animation Parameter 2 causes a flexible deformation 
of the IndexedFaceSet describing the face: The 
positions of vertex 23 and vertex 58 have to be 



determined by linear interpolation. Two interpolation intervals have been specified. 

Table 1: Animation Table Format for IndexedFaceSet Nodes. 

V e r t e x n o . I" I n t e r v a l [1\, 1J 2"'' I n t e r v a l [ I 2 , IJ 

Index 1 Displacement D n Displacement D 1 2 

Index 2 Displacement D 2 1 Displacement D 2 2 

Table 2: Example of an Animation Table. 

#FacialAnimationTable 

Animation Parameter 1: 

Transform node: left eye, field: rotation. 

Animation Parameter 2: 

IndexedFaceSet node: face. 

]-oo;0] [0;oo[ 

Vertex 23 (-0.9; 0 .1; 0.1) (0 .8;-0 .1 ,-0 .1) 

Vertex 58 (-0.6; 0.2; 0.6) (0.6; -0.1 ; -0,2) 

4. CONTENT CREATION 

How can arbitrary head models in VRML and 
animation tables be created? There are two ways: a 
natural for personalized head models and a synthetic 
one. 

In the natural approach a VRML model of a person's 
head is created by cyberscan data. The animation 
table is generated by image analysis. Images of the 
person are taken in neutral state and for each facial 
expression corresponding to the different animation 
parameters. The method described in [3] could be 
used to calculate the displacement vectors for 
IndexedFaceSet nodes. Applying this algorithm for 
different intensities of the person's expression 
improves the realism of the facial movements during 
animation. An animation system which downloads a 
person's data obtained in this way could be seen as a 

new architecture for a primitive model-based 
decoder. 

We have implemented the synthetic approach in our 
animation system [4]. We use professional 3D 
modeling software to create a head model in VRML. 
Then we deform the head for each animation 
parameter in different intensities and save the 
resulting head in a VRML file. An API reads the 
VRML head model in neutral state and all the 
deformed states and generates automatically the 
animation table. This procedure has been used to 
define the entire set of MPEG-4 Facial Animation 
Parameters [5] for AT&T's talking head system. The 
head model downloading and animation functionality 
integrate nicely with the talking capability of the 
system. Animated sequences using different 
personalities will be shown at the symposium. (Figure 
3,4) 



Figure 3: Visual Speech with a newly designed head and shoulder model. 

Figure 4: Animation of a downloaded face model with the MPEG-4 FAP test sequence "Marco". 

5. CONCLUSIONS 

We described a new animation architecture, which 
allows to download a head model and the definition 
of its animation parameters. After this initialization 
phase, the encoder sends animation parameters to the 
decoder. The decoder executes the animation 
parameters according to their downloaded definition. 
It is obvious that this approach allows for a 
significant flexibility for animation: The head can be 
human, animal or an artificial object, like a logo. 
Furthermore, this approach can be extended towards 
the animation of arbitrary objects. 
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Abstract 

A system is presented that defines personalized talking head models to consist of three parts: 

The model in its neutral position, animation definition tables that define the spatial 

deformation in response to the amplitude of different animation parameters and animation 

definition tables that define the temporal behavior of the model for actions like eye blinks and 

nodding but also for facial expressions. A process for quickly creating these models using 

modeling software is described. Since the models contain the knowledge of their behavior, the 

renderer for animating these models is easy to implement. In the prototype system, the models 

are animated using model-independent animation parameters as well as a speech synthesizer. 

Part of this proposal is implemented within the MPEG-4 visual, audio and systems standard. 

Keywords: Talking head, face animation, avatar, VRML, MPEG-4, text-to-speech synthesizer, 

virtual reality 

1 Introduction 

Human Computer Interfaces is an application area where audio, text, graphics, and video are 

integrated to convey various types of information. Often conversion is necessary between 

different media [1]. The objective is to provide more natural interactions between the human 

user and the computer. One approach is to display an animated character or a life-like talking 

head on the computer screen. The characters should have the ability to receive input from the 
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user and respond in a natural and intelligent way. Using the character as a visual interface to an 

agent, such an agent may perform information retrieval, notification, reading email or replying 

to email messages. 

Already available are software programs that display a generic animated talking head or a 

cartoon animal character on the screen to perform various tasks. One program is able to fetch 

songs at the user's request [2]. Another is able to carry on simple conversations [3]. Yet others 

are able to convert written text into visual speech using a Text-To-Speech (ITS) synthesizer 

[4] and a synchronized talking head with realistic lip and jaw movements as well as visible teeth 

and tongue[5][6][7][8][9]. Whereas some programs use simple polygon models with and 

without texture maps for ariimation, others use warped samples of 2D images [11]. Some 

animation programs consider models of the human muscles and skin in order to generate 

realistic facial motion[12][13]. A common feature of these programs is that the ariimation rules 

for the models are integrated into the animation program and not into the model. 

Since facial animation becomes feasible in modern computers and settop boxes, MPEG-4 is 

also standardizing the facial animation parameters (FAP) that allow animating talking heads. 

With this standard becoming available, it seems desirable to provide MPEG-4 decoders with 

the capability to animate different talking head models without knowing details of the facial 

model itself. In this paper, we propose to extend the definition of a facial model to not only 

include the static 3D shape of the model but also the knowledge of the model's dynamic 

behavior like smiles, head motion, and eye blink. With this new definition of a talking head 

model, the animation program does not need any knowledge about the dynamic of the model 

or the topology of the model. It will also be possible to use the MPEG-4 high-level FAPs to 

animate facial expressions like joy, fear, disgust, surprise as well as visemes (mouth shapes 

corresponding to phonemes). Furthermore, we could animate with one FAP stream a group of 

talking heads and they all would preserve their own personalities. 

In Section 2, we describe application scenarios where talking heads will be required to create or 

to improve a service. The personalized talking head models including their static and dynamic 

properties as well as a process for creating them is presented in Section 3. Section 4 describes 

the architecture for an implementation of a talking head system. Since part of this proposal 

was adopted by MPEG-4, Section 4 further outlines the differences between the proposed 
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system and what MPEG-4 will cover. In Section 5, experimental results of animated 

personalized face models are presented. 

2 Application Scenarios 

Talking head systems can be used as visual enhancements to human computer interfaces, 

customer service as well as games where the user wants to control artificial characters. 

Depending on the application, the talking head system will not only provide the visualization 

of a talking head but also of an upper torso or an entire body. 

2.1 Human Computer Interface 

Visual interfaces helping to enhance the look and feel of a program are becoming more and 

more standard. 10 years ago, Apple envisioned the future computer interface to have speech 

recognition, speech synthesis and a butler-like animated computer character interacting with 

the user. Today, we see the first steps into this direction. Speech recognition and speech 

synthesis software is coming to the desktop together with enhanced video and graphics 

capabilities. Microsoft office shows a small avatar that reacts visually to human interaction with 

the program, other applications provide video clips with a news speaker providing an 

introduction into the software or a recorded human at a help desk. 

Users may want to select their own talking head as their interface to the computer. We expect 

the talking head to talk, smile, and have its own personality. It will be used as the interface with 

which the operating system and other applications like mail, calendar manager, answering 

machine, software agents, etc. interact with the user. 

2.2 Virtual Representative 

Some applications want to provide their own talking head as the visual interface to the 

computer user. This might become very important in web-based customer service, where a 

company not only uses it's own logo but also it's own animated character to create a corporate 

identity. It is critical that the talking head system behaves on the user terminal as designed by 

corporate marketing. 

In virtual environments, talking heads will represent people. For interactive applications, the 

owner can control the avatar. For non-interactive applications or for applications where the 
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control of the avatar has to be at a high level with commands like wdk, show joy or sadness, the 

talking head should behave according to the rules laid out by its creator. 

As far as the talking head, perhaps the most important part of the virtual character, is 

concerned, we foresee two different environments: The user buys his/her own talking head or 

uses the one that is part of the operating system. For some applications a specialized talking 

head like a virtual company representative is downloaded to the computer in order to provide 

a customized interface. For both environments, animation parameters used to animate the 

character should be independent of the model itself; i.e. the talking head knows how to speak, 

laugh, blink with the eyes and how to move its head. This allows animating different models 

with just one parameter stream containing high-level commands. Assuming that the models 

are also allowed to have autonomous behavior like eye-blinks or head movements, one 

parameter stream can animate a group of heads and the group would act jointly, but still every 

character would act different to the others. We call these models personalizedmodels. 

2.3 Visual Text-To-Speech Synthesizer 

The prerequisite for animating personalized models with a single parameter stream is a clean 

separation between properties of a model and functions of the renderer. Figure 1 shows the 

concept of a versatile Visual Text to Speech System (V ITS) that allows animating different 

personalized models, human like or avatars. 
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Figure 1: Concept of a Visual Text To Speech (V'l'l'S) synthesizer 
with a library of personalized models controlled from an agent, a 
human computer interface (HCf) or an MPEG-4 terminal. 

As can be seen from the diagram, a model library provides several models that can be read by 

the VTTS system. The application can be the human computer interface, an agent or an 

MPEG-4 communications terminal. The application selects a model from the library and sends 

it to the VTTS renderer. Depending on the application, this model can be described in VRML 

format [14] or in BIFS format [15] as defined by MPEG-4. After loading the model, the 

renderer can receive animation data from the application. Input is text and facial animation 

parameters like mimic or the FAPs as defined by MPEG-4 [16]. The renderer computes the 

ariimation of the face model and the TTS synthesizer creates the text that it receives from the 

application. 

In sections 3 and 4, we describe personalized talking head models and the architecture of a 

renderer, respectively. They allow ariimation of different personalized models using just the 

same parameter stream. 
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3 Personalized Talking Head Models 

3.1 Rapid Modeling and Animation Definition Architecture 

We have designed and implemented an architecture that allows for the rapid modeling and 

animation definition of personalized talking heads (Figure 2) [8]. In the following it is assumed 

that head objects are modeled with polygonal surfaces. We implemented 2 methods for 

creating the talking head in its neutral position. 

In the semi-automatic approach a 3D range finder captures the shape and texture information 

of a person's head. The model-fitting algorithm uses this data to adapt the shape of a generic 

head model to the range data (Section 3.2.1). In the manual approach, the 3D range data 

delivered by the 3D scanner or 2D images taken by a camera are imported into a professional 

modeler to conform a generic model to the range 3D shape (Section 3.2.2). 

Based on the head in neutral position, different facial expressions according to the set of 

animation parameters are created and stored. An animation definition interface (AD1) 

evaluates the models and creates an animation definition table (ADT) that defines the behavior 

of the model. The neutral head model and the animation definition parameters define the 

personalized model (PM). The VTTS Renderer imports the PM for animation. It learns by 

reading the ADTs, how model independent animation parameters (MIAPs) animate this 

model. 
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Figure 2: Rapid Modeling and Animation Definition Architecture 

3.2 Defining the Static Model 

The shape of the static 3D model can be defined in different ways. One method is to use real 

persons scanned by a range finder; alternatively, the model can be defined using standard 

modeling software. 

3.2.1 Range Finder 

As an example for defining the 3D model, we use the data from a 3D-laser range scanner [17]. 

Figure 3 shows the shape of a face and Figure 4 the texture map as captured at the time of 

recording the range data. After manually identifying the tip of the nose as a point of the 

vertical profile line on the range data, we adapt a generic face model (Figure 5) to the 

individual person represented by the range data. In a first step, several facial features along the 

profile line like chin, lower lip, upper lip, forehead, etc are identified. These features are used to 

vertically scale the generic head model to fit the distances between the feature points on the 

range data. In a second step, the face model is horizontally scaled such that it wrappes around 

the facial part of the range data. Figure 6 and Figure 7 show the adapted model. Similar 
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methods are described in [18][20]. This model is then used to create the animation definition 

tables as described in Section 3.3. 

Figure 3: Two views of the 3D range data. 
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Figure 6: Fitted model with smooth shading. 
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"igure 7: Fitted model with texture mapping. 

3.2.2 Moddxng Sofimm 

The generic model of the VTTS renderer can be adapted to the shape of a real person's head 

in the professional modeler. In the 3D based approach, the range data of a scanner is therefore 

imported into the modeler. The 2D based approach works without expensive scanning 

equipment: a grid pattern corresponding to the topology of the generic model is painted onto 

the real person's head (Figure 8) [5]. Two pictures, of the front and side views, respectively, are 

taken with a camera and imported into the modeler. There, the generic model is adapted by 

using the grid pattern as a reference (Figure 9). A manually created head model with texture is 

shown in Figure 10. 
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Figure 8: Human model with a wireframe drawn on the face. 

Figure 9: Photo of the human model with a wireframe and head 
model superimposed. 
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Figure 10: Manually created model with realistic texture maps for 
face, eyeballs, teeth and tongue. 

3.2.3 Scenegraph Representation ofthe Static Model 

The static personalized head model is defined in a VRML file. VRML describes geometrical 

scenes as a collection of objects, arranged in a scene graph. Three types of nodes are of 

particular interest for the definition of a static head model. A Group node is a container for 

collecting child objects: it allows for building hierarchical models. If objects are located in the 

same position in the scene, or if the objects move together as a group, they need to be in the 

same Transform group. The Transform node defines geometric affine 3D transformations like 

scaling, rotation and translation that are performed on its children. When Transform nodes 

contain other Transforms, their transformation settings have a cumulative effect. Nested 

Transform nodes can be used to build a transformation hierarchy. An IndexedFaceSet node 

defines the geometry and surface attributes (color, texture) of a polygonal object. 

Figure 11 shows the simplified scene graph for a head object. Nested Transforms are used to 

apply rotations about the x, y, and z-axis one after another. Embedded into these global head 

movements are the rotations for the left and right eye. Separate IndexedFaceSets define the 
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shape and the surface of the face, hair, tongue, teeth, left eye and right eye, thus allowing for 

separate texture maps. 

Root 
Group 

HeadTran storm X 
Transform 

HeadTransformY 
Transform 

HeadTransformZ 
Transform 

Face Hair 
IndexedFaceSet IndexedFaceSet 

Tongue 
IndexedFaceSet 

Teeth 
IndexedFaceSet 

LeftEyeTransformX 
Transform 

RightEyeTransformX 
Transform 

LeftEyeTransformY 
Transform 

RightEyeTransformY 
Transform 

LeftEye 
IndexedFaceSet 

RightEye 
IndexedFaceSet 

Figure 11: Simplified scene graph for a head model. 

3.3 Defining the Dynamic Behavior 

Personalized dynamic behavior must be defined in both the space and the time domain. The 

behavior in space defines how a model is deformed as a function of the amplitude of the facial 

animation parameters. The behavior in time defines how the object creates a time curve [25] 

for an animation given that the input to the model is just the length of the expression and the 

maximum amplitude. An example for such a request would be "Smile for 5 seconds". 

3.3.1 Space 

ADTs are read by the VTTS to learn how the MIAPs animate the PM. The ADT specifies, for 

a MIAP, which nodes are animated by it and how [10][23]. 
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Animation Definition of a Transform node 

If a MIAP causes solely a transformation like rotation, translation or scale, a Transform node 

can describe this animation. Whenever possible this node should be used for the definition of 

an animation as it takes full advantage of hardware accelerated graphics rendering engines. The 

ADT specifies the type of transformation and a neutral value for the chosen transformation. 

During animation, the received value for the MIAP and the neutral value determine the actual 

value. 

Animation Definition of an IndexedFaceSet Node 

If a MIAP causes flexible deformation (this is the case for most MIAPs), the animation results 

in updating vertex positions of the affected IndexedFaceSet nodes. Flexible deformations of 

an IndexedFaceSet are approximated by piece-wise linear motion trajectories. Therefore the 

ADT defines motion intervals for the motion trajectories, indices for the affected vertices, and 

3D displacements (Table 1). When a value for the MIAP is received during animation, the 

VTTS calculates the new 3D position for the vertices specified in the ADT by simple linear 

superposition. 

Example for an ADT 

In Table 1, two MIAPs are defined by ADTs: MIAP 6, which stretches the left corner lip, and 

MIAP 23, which manipulates the horizontal orientation of the left eyeball. 

ADT 6 deforms the IndexedFaceSet Face. Displacement vectors for two intervals are given to 

describe piece-wise linearly the motion of MIAP 6. 

MIAP 23 updates the rotation field of the Transform node LeftEyeX. The neutral value is (0, -

1, 0), and the neutral angle is 0 radians. 
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Table 1: Example of an Animation Definition 
Table 

#AnimationDefinitionTables 
MIAP 6 (stretch left corner lip) 

IndexedFaceSet: Face 
interval borders: -1000 01000 
displacements: 

vertex 50 -10 0 1 0 0 
vertex 51 -10 0 1 0 0 

MIAP 23 (yaw left eye ball) 
Transform: LeftEyeX 

rotation neutral value: 0 - 1 0 (axis) 0 (angle) 

Rapid Synthesis of ADTs 

The architecture presented in Section 3.1 allows for the rapid synthesis of ADTs defining 

personalized MIAPs. To define a particular MIAP, the head model gets deformed in the 

professional modeler using its sophisticated tools. Then the head model is exported in one or 

more phases of the animation as separate VRML files and read by the ADI. The ADI 

compares the vertex positions of the deformed models with those of the non-deformed model 

and generates automatically the ADT. For linear movements, it is sufficient to export one 

deformed model. Non-linear deformations are approximated piece-wise linearly, which means 

that significant phases of the deformation must be exported. From our experiences, a 

maximum of three exported defined VRML head models are sufficient to generate an ADT 

with nice animation results for most non-linear animation parameters encountered in facial 

ariimation. Figure 12 shows 2 phases of an left eye blink (plus the neutral phase) which have 

been generated in the professional modeler. 
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Figure 12: 2 deformed and the neutral animation phase for the eye 
blink 

3.3.2 Time 

Combining ADTs with a personalized head model allows for personalized animation in the 

space domain, but to get full independence between personalized model and parameter stream 

also the time domain must be considered. Specifying temporal animation definition parameters 

that define how the personalized parameters control the model over time can do this. By 

including temporal animation definition parameters into the ADTs, a complete model 

independent parameter stream can be used to animate different models while maintaining their 

individual personality. A synthesized facial expression (like smiles) and non-emotional overlays 

(like eye blink, nodding) will not only have a different shape, but also have a personalized 

appearance from a temporal point of view. This capability does of course require a command 

language other than MPEG that defines the FAPs for each frame to be rendered. Since the 

personalized model has a time behavior it is sufficient to animate facial expressions by defining 

start, end and excitation during climax of this expression 

4 Animation System for Personalized Talking Heads 

First, we describe the architecture of our animation system. Then we compare it to the 

MPEG-4 architecture. 
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4.1 Architecture 

Figure 13 shows the architecture for a real-time V'lTS: The Text Analysis unit of the Text-To-

Speech Synthesis module parses text into a timed sequence of phonemes and control 

parameters. This data is passed to the Speech Synthesis unit, which generates the synthetic 

audio. Before the animation, the Real-time Renderer imports the personalized head model and 

the ADTs that define how MLAPs animate it. During animation, two different mechanisms 

animate the head object. The speech animation is driven by the phonemes and control 

parameters passed by the Text Analysis unit. MLAPs for personalized emotional expression 

overlay (like joy, anger, etc.) are included as bookmarks in the text. The personalized model 

creates non-emotional overlays like eye blink and nodding itself. However, if bookmarks are 

found that animate this model specific behavior, the models acts according to the bookmarks. 
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Figure 13: Architecture for real-time VTTS" 

4.2 Comparison with MPEG-4 

MPEG-4 mainly concentrated on defining a parameter set to animate faces. The facial 

animation parameters consist of 3 groups: 

1. Facial Expression like joy, sadness (Figure 14). 

2. Visemes for allowing the easy animation of talking heads from synthetic speech using a 

phoneme to viseme converter. 

3. 66 low-level FAPs like move left mouth corner up. 

The main emphasis was put on defining the low-level FAPs and using them to animate 

unknown facial models. In order to get somehow predictable results, the amplitude of the low-

level FAPs are scaled according to distances of facial feature points in the animated face 

model. FAPs are coded at fixed or variable frame rate. In order to define the temporal 

behavior of a face model, FAPs are transmitted at a frame rate of up to 30Hz. The decoder is 
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not supposed to modify- the transmitted parameters. However, FAPs can also be set to 

interpolate which means that the decoder can define their value at its leisure. Experiments were 

mainly carried out at a frame rate of 30 Hz. 

As far as the actual face model is concerned, MPEG-4 foresees 3 decoder scenarios: 

1. Uncalibrated proprietary face model: The encoder just sends FAPs to the decoder and hopes 

that the animation parameters give the desired effects. Due to the scaling of the parameters, 

attractive animations can be achieved. However, in critical applications like virtual company 

representatives, the appearance at the decoder depends to a large extend on the proprietary 

model that may or may not be appropriate. Using facial expressions and visemes to animate 

the model allows keeping the personality of the proprietary face model whereas the use of low-

level FAPs gives defined movement of facial features but it destroys the personality of the 

model. A face model of a baby will have the same expressions as the model of its grandfather. 

2. Calibratedproprietaryfacemodd: The encoder sends 3D-shape information in terms of feature 

point coordinates or a 3D mesh to the decoder. The decoder adapts its proprietary face model 

to the calibration data. Please note that this calibration destroys the delicate relationship of 

facial expressions and object shape. Hence, the animation using facial expressions and visemes 

is not desirable. It is unclear how the decoder can make use of FAPs set to interpolate since the 

decoder lost knowledge of the face model due to the calibration. 

3. Downloaded face modd: The encoder sends a 3D-face model of its choice to the decoder. 

Additionally, the encoder defines the animation definition interfaces as proposed in Section 

3.3.1 and [10]. In this case, the encoder knows the decoder face model and can animate it using 

facial expressions, visemes, and low-level FAPs. When using facial expressions and visemes for 

animation, it is also possible to animate a plurality of face models with the same parameter 

stream and still have models that perform as expected. 

It seems that the scenarios 1 and 3 are the most relevant because both allow for simple model 

independent animation of personalized talking head models (downloaded or proprietary) using 

visemes and facial expressions. This is also favorable for interactive applications where the 

user wants to manually animate a talking head or use an image analysis system that usually 

cannot extract more than 10 animation parameters from a face. 
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What MPEG is currently lacking is a method for defining the time behavior of models. 

Currently, the FAP stream defines the temporal functions of a smile or eye blink. If we use 

one parameter stream to animate several models, their facial actions will be completely 

synchronized. I.e., they will start and stop smiling at exactly the same time and they will blink 

with their eyes at the same time. Furthermore, MPEG currently lacks a bookmark mechanism. 

Hence, an MPEG-4 terminal will not be able to precisely synchronize facial expressions with 

the output of a TTS system. We hope that MPEG will enlarge the animation parameter syntax 

in Phase 2 such that MPEG-4 will allow animating personalized head models with model-

independent parameter streams. 

5 Experimental Results 

Our real-time animation system runs at 30 Hz on a SGI 0 2 workstation. We implemented 

several face models with their own facial expressions (Figure 14, Figure 15). Following the 

approach chosen by MPEG-4, each expression is directly implemented. Other 

implementations choose to create facial expressions by linearly superimposing several action 

units [1][20][21]. Each facial expression is controlled by one parameter as defined by MPEG-4. 

If several parameters are set, the facial expressions are superimposed. 
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Figure 14: Primary facial expressions ot Cybatt. 

Figure 15 shows two face models that have different smiles. Both models were synthesized 

using the same animation parameters. Since each model has its own personalized facial 

expressions, they smile differently. 

Figure 15: Two personalized talking head models with different smiles. 
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In case a personalized talking head is animated using high level temporal parameters indicating 

when a facial expression should start, when it should end and the climax of the expression, the 

model computes its own amplitude over time. For smiles, we implemented 3 stages, an onset, 

a climax and an offset [22]. Figure 16 shows an example. 

Figure 16: Three stages of a smile: Onset, climax, ottset (from left to right). 

As stated before, the expressions and the speech parameters are linearly superimposed and 

then animate the model. There is one exception. While talking, mouth closures are so 

important that facial expressions are prevented from opening the mouth during the 

pronunciation of a viseme that requires a mouth closure. 

For a convincing talking head model, it is also essential to create eye blinks, head turns and 

head nodding. We create this animation with each model having its own time constants for 

these somehow arbitrary motions. 

6 Conclusions 

In this paper, we propose an animation system that allows the animation of personalized head 

models using model independent parameter streams. The parameter stream mainly contains 

high-level animation parameters like facial expressions and visemes. Although not 

implemented here, these high-level parameters could also be action units. 

In order to use these model-independent animation parameter streams, the animated models 

have to be personalized, i.e. each model knows how to deform itself in the space time domain 
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in response to an animation parameter. Therefore, a personalized head model consists of three 

parts: A description of the static neutral face; a sequence of tables defining how the model 

deforms as a function of the amplitude of each animation parameter; a list of temporal 

animation definition parameters defining the temporal behavior for actions like facial 

expressions, head motion and eye blinks. 

An architecture for creating these models was implemented. A range scanner or pictures of the 

person and modeling software are used to define the shape and texture of the model in neutral 

position. Professional animation software is used to define the behavior of the model. These 

models were tested in an animation system that allows animating the model by text using a 

text-to-speech synthesizer, model independent animation parameter as well as MPEG-4 facial 

animation parameters. Synchronization between facial expressions and the TTS synthesizer 

was maintained using bookmarks in the text to define the facial expressions. Since the 

personalized head models carry all their information with them, the renderer is model 

independent and easy to implement. 

MPEG-4 has not yet embraced this approach fully. Currently, MPEG-4 only allows defining 

models as a static neutral face and a sequence of tables defining the deformation of the face. 

This enables to download and animate an arbitrary face model in an MPEG-4 terminal. 

MPEG-4 still needs to define temporally autonomous head models and the associated syntax. 
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