Vector-Quantized Zero-Delay Deep Autoencoders for the Compression of Electrical Stimulation Patterns of Cochlear Implants using STOI
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Abstract—Cochlear implants (CIs) are battery-powered, surgically implanted hearing-aids capable of restoring a sense of hearing in people suffering from moderate to profound hearing loss. Wireless transmission of audio from or to signal processors of cochlear implants can be used to improve speech understanding and localization of CI users. Data compression algorithms can be used to conserve battery power in this wireless transmission. However, very low latency is a strict requirement, limiting severely the available source coding algorithms. Previously, instead of coding the audio, coding of the electrical stimulation patterns of CIs was proposed to optimize the trade-off between bit-rate, latency and quality. In this work, a zero-delay deep autoencoder (DAE) for the coding of the electrical stimulation patterns of CIs is proposed. Combining for the first time bayesian optimization with numerical approximated gradients of a nondifferential speech intelligibility measure for CIs, the short-time intelligibility measure (STOI), an optimized DAE architecture was found and trained that achieved equal or superior speech understanding at zero delay, outperforming well-known audio codecs. The DAE achieved reference vocoder STOI scores at 13.5 kbit/s compared to 33.6 kbit/s for Opus and 24.5 kbit/s for AMR-WB.

Index Terms—cochlear implants, autoencoder, hyperparameter optimization, Kiefer-Wolfowitz

I. INTRODUCTION

Cochlear implants (CIs) are surgically implanted hearing-aids capable of restoring a sense of hearing in people suffering from moderate to profound hearing loss. While good speech understanding is achieved in high speech-to-background noise environments, more challenging environments as encountered in common social situations like a restaurant setting still pose a problem [1]. Research focuses mostly on these difficult environments and attempts to improve speech understanding. A good review of techniques and algorithms applied can be found in [2]. Beamformers, remote microphones and binaural sound coding strategies [2], [3] are among the techniques used to improve speech understanding and/or localization of CI users. All of these techniques require a wireless transmission of audio to the signal processor of a CI, or between two signal processors. To save power or bandwidth in this wireless transmission, signal compression or coding is commonly applied to reduce the bitrate of the audio signal before transmission. This coding usually introduces an additional delay in the processing chain and thus has to be kept as small as possible, as hearing aid users cannot tolerate delays above the range of 5 – 10 ms without affecting their speech perception [4]. Due to this delay constraint, the selection of source coding algorithms is severely limited.

For this purpose we proposed [5]–[7] to code and transmit the electrical stimulation pattern or excitation patterns generated by the sound coding strategy of the CI. We proposed [5] a combination of differential pulse-code modulation (DPCM) and arithmetic coding to code the current magnitudes and the band selection of the electrical stimulation patterns generated by the advanced combinational encoder (ACE) sound coding strategy. Using this approach we achieved [6] lower bitrates and zero latency at equal or better speech understanding than state-of-the-art audio codecs. Autoencoders are artificial neural networks specifically designed to learn compressed representations of given input data or signals and have found application in a wide range of tasks [8]–[10]. Habibian et al. [8] proposed rate-distortion autoencoders for video compression achieving
Fig. 2. Block diagram showing the computation of the VSTOI scores. The clean speech files and the noise are first processed by head-related transfer functions (HRTF) using individual azimuths $\psi_{EV}$ and an identical environment $EV$. The processed speech and noise are subsequently combined, yielding the signal $x_{N+G}(n)$, and processed further. The reference VSTOI score $VSTOI_{ref}$ is obtained by first applying the advanced combinational encoder (ACE) and subsequent comparison of the the vocoded signal and the clean speech signal using STOI. Similar for the VSTOI scores of the DAE, $VSTOI_{DAE}$, and the VSTOI scores of the audio codecs, $VSTOI_{AC}$. Vocoder settings were identical to [6] to allow comparison to listening test results.

close to state-of-the-art performance. Min et al. [9] used a deep autoencoder for the compression of speech outperforming the MELPe speech codec at very low bitrates of below 2.4 kbit/s. The channel stimulation rate was set to 900 pulses per second (pps). The input signal of the proposed DAE, called a frame, $p(a_1(n)), p(a_2(n)), \ldots, p(a_M(n))$, i.e. a $M \times 1$ vector. Thus the DAE compresses across frequency without lookahead and achieves zero delay. The number of bits per frame multiplied by the channel stimulation rate yields the bitrate of the DAE.

B. Datasets

To create realistic noisy speech signals, the TIMIT speech corpus [11] was processed by the behind-the-ear head related transfer functions (HRTF) from [12]. These HRTFs allow to simulate speech in noise scenarios, where the azimuth of each source can be independently varied with respect to its incident angle. The azimuth of $-90^\circ$ corresponds to a source located to the left of the listener and $+90^\circ$ corresponds to a source located to the right of the listener, $0^\circ$ corresponding to the front of the listener.

The right ear signal of the HRTF-processed speech files was used in all cases and source distance was 80 cm. Each speech recording of the training and test data of TIMIT was processed using signal-to-noise ratios (SNRs), speech and noise azimuths, acoustic environments and noise type from a list of values given in Tab. III. For each category (SNR, noise type, acoustic environment, azimuth), one dataset was used. There were $N+G$ datasets that were used.

<table>
<thead>
<tr>
<th>Label</th>
<th>Noise Azimuth</th>
<th>Type</th>
<th>Anechoic, Office</th>
<th>Anechoic, Office</th>
<th>Anechoic, Office</th>
<th>Anechoic, Office</th>
<th>Anechoic, Office</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>187511</td>
<td>A-B</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
</tr>
<tr>
<td>Test</td>
<td>187511</td>
<td>B-C</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
</tr>
<tr>
<td></td>
<td>187511</td>
<td>C-D</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
</tr>
<tr>
<td></td>
<td>187511</td>
<td>D-F</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
<td>187511</td>
</tr>
</tbody>
</table>

The LGF is the logarithmic mapping between the acoustic and the electric domain with $p_i := p(a_i) := \text{LGF}(a_i) \in [0, 1]$ for $a_i \geq s_{\text{base}}$ and no output is generated for $a < s_{\text{base}}$. $s_{\text{base}}$ is the so called base level which represents the threshold of hearing. It is individually determined for each CI user by an audiologist. In this manuscript, the default settings of the research implementation of the ACE sound coding strategy were used which set $N = 8$, $M = 22$ and $s_{\text{base}} = 4/255$. The channel stimulation rate was set to 900 pulses per second (pps). The input signal of the proposed DAE, called a frame, $p(a_1(n)), p(a_2(n)), \ldots, p(a_M(n))$, i.e. a $M \times 1$ vector. Thus the DAE compresses across frequency without lookahead and achieves zero delay. The number of bits per frame multiplied by the channel stimulation rate yields the bitrate of the DAE.

B. Datasets

To create realistic noisy speech signals, the TIMIT speech corpus [11] was processed by the behind-the-ear head related transfer functions (HRTF) from [12]. These HRTFs allow to simulate speech in noise scenarios, where the azimuth of each source can be independently varied with respect to its incident azimuth in the range of $\pm 90^\circ$ in steps of $5^\circ$ except for certain acoustic environments. An azimuth of $-90^\circ$ corresponds to a source located to the left of the listener and $+90^\circ$ corresponds to a source located to the right of the listener, $0^\circ$ corresponding to the front of the listener.

The right ear signal of the HRTF-processed speech files was used in all cases and source distance was 80 cm. Each speech recording of the training and test data of TIMIT was processed using signal-to-noise ratios (SNRs), speech and noise azimuths, acoustic environments and noise type from a list of values given in Tab. III. For each category (SNR, noise type, acoustic environment, azimuth), one dataset was used. There were $N+G$ datasets that were used.
noise type, …) and each speech files, values were selected and applied randomly. While combinations of conditions like bus noise in a cafeteria environment are certainly less realistic than others, these still give important information about the robustness and generalization capabilities of the DAE. The range of values for the SNR and other categories for the test set was chosen such that it allowed to assess the impact of out-of-group values, e.g., the impact of a speech azimuth not used in training like 5°. As noise, we used Comité Consultatif International Téléphonique et Télégraphique (CCITT) noise, bus noise, office noise and restaurant noise. CCITT noise is speech-shaped noise often used in clinical research. Random segments of the noise signals were taken as they were considerably longer than the speech signals to avoid repeating the same segment and thus biasing the training and test data.

For each noise recording, which were considerably longer than the speech recordings, random segments were used to avoid reusing the same segment for every speech file. After HRTF-processing, each audio file was peak normalized. The DAE, after hyperparameter optimization, was trained using a hand-selected subset of the HRTF-processed train data of TIMIT to reduce the training duration. This subset, referred to as the train set, consisted of 100 files covering 50 male and 50 female speakers, all SNR, azimuths, environments and noise types considered in the HRTF-processed training data.

C. Short-Time Objective Intelligibility Measure

The short-time objective intelligibility measure (STOI) [13] is a common algorithm to assess the intelligibility of speech signals which has found application in CI research [14]. There it is used to assess the intelligibility of speech in noise signals processed by the sound coding strategy of a CI [6].

For its application the electrical stimulation pattern corresponding to a given speech signal are resynthesized to waveforms using a vocoder and compared to the unprocessed, speech signal without noise using STOI yielding a value/score in the range of 0 to 1, with 1 being the best and 0 being the worst intelligibility score. In the context of CIs, STOI is also called vocoder STOI (VSTOI). While a precise mapping from VSTOI scores to word recognition scores is data dependent, speech understanding generally increases monotonically with increasing VSTOI scores allowing to compare algorithms relatively. Computation of the reference VSTOI score as well as the VSTOI scores of the DAE and the audio codecs is depicted in Fig. 2.

D. Baseline Audio Codecs

To compare our approach to conventional audio coding, three well-known audio codecs were used as baseline. These were the Adaptive Multi-Rate Wideband (AMR-WB), the Opus and the G.722 audio codecs. AMR-WB uses algebraic code excited linear prediction to compress speech and has an algorithmic latency of 25 ms. It can code at several bitrates ranging from 6.6 kbit/s to 23.85 kbit/s. Opus can code at almost any bitrate between 6 kbit/s and 520 kbit/s and at algorithmic latencies between 5 ms and 60 ms. Opus’ constraint variable bitrate flag had to be set to achieve the bitrates at the latencies investigated. G.722 is a low delay speech codec using predictive subband coding operating at an algorithmic latency of 1.3 ms. Finally, the Electrocodec [5], [6] was also used as a reference, labeled EC2 and EC3, each number indicating the number of bits per subband DPCM. Unlike the audio codecs it does not code the audio signals directly but compresses the electrical stimulation patterns generated from it by ACE. It has an algorithmic latency of 0 ms. The AMR-WB was selected to investigate the performance state-of-the-art codec without considering the latency constraint. Opus was included as a widely used state-of-the-art codec that satisfies the latency constraint. The G.722 was included as it is actually used in wireless streaming for cochlear implants and because it was expected to yield reference speech understanding allowing to validate VSTOI further. FFmpeg was used to apply the audio codecs except for Opus for which the opus-tools 1.3 were used. For a correct evaluation using STOI, the algorithmic latency of the audio codecs has to be known. While for Opus the official coding software automatically removes any delay, this is not the case for FFmpeg. Therefore, for the G.722 and AMR-WB, the lag maximizing the crosscorrelation between
the uncoded and the coded audio was chosen as algorithmic latency.

E. Loss Function and Pre- and Postprocessing

Due to the $N$ of $M$ band-selection performed by ACE, the distortion of the excitation pattern is split into two parts: the distortion of the subband envelopes and the distortion of the band-selection. This was taken into account through a weighted mean-square error defined as

$$\frac{1}{M} \sum_{i \in \text{Sel}} (p_i - \hat{p}_i)^2 + \alpha \sum_{i \in \text{Sel}_0} \sigma(\hat{p}_i),$$

(1)

where $p_i$ is the target value in subband $i$, $\hat{p}_i$ is the reconstructed value in subband $i$, $M$ and $\text{Sel}$ are as given in II-A. $\alpha \in (0, 1)$ is the weighting factor. $\sigma(x)$ is the rectified linear unit (Relu). The Relu function was motivated by the pre- and postprocessing applied. In the pre-processing, any linear unit (Relu). The Relu function was motivated by the

$$\alpha$$

II-A. constructed value in subband $i$.

Fig. 5. VSTOI scores of all investigated codecs as well as the reference condition across the entire test set. Mean bitrates across the entire test set are given in parenthesis. Opus’ latency is given in milliseconds as subscript. MSQ denotes multicodebook scalar quantization. VQ denotes vector quantization.

Fig. 6. VSTOI scores of all investigated codecs as well as the reference condition across the subset of the test set with a signal-to-noise ratio $\leq 5$ dB. Median performance of the vector quantized deep autoencoder (VQ-DAE) was found to be slightly superior to the reference condition.

was applied to approximate the gradient of STOI. The update equation of the algorithm for the weights $\omega$ of the DAE was

$$\omega_{k+1} = \omega_k + a_k \gamma \Delta_k,$$

(2)

where $\gamma$ is a constant, $\Delta_k$ is a vector of iid noise, $a_k > 0$ with $a_k \rightarrow 0$. $N$ is the total number of weights. In our work we used $a_k = \frac{a}{k+1}$ with $a = 1$ and $\gamma = 0.602$ as well as $c_k = \frac{1}{(k+1)^{1/2}}$ with $\beta = 0.101$. $f(\omega)$ returns the VSTOI score achieved using the DAE with the weights $\omega$. The parameters $A$ and $c$ were obtained through hyperparameter optimization.

G. Hyperparameter Optimization of the DAE

Bayesian optimization, implemented through sequential model-based algorithm configuration (SMAC) [16], was used to find optimal hyperparameters for the DAE and the KW. A single noisy speech file was coded for a given DAE configuration and evaluated with respect to its VSTOI score. The steps involved in the hyperparameter optimization are depicted in Fig. 3. The hyperparameters $\xi$ tested by SMAC were used to construct the DAE which was then trained with the adam solver on a single speech file for 500 epochs using the loss function according to Eq. 1 yielding approximately optimal weights. Then, 100 epochs of numerically approximated VSTOI (NA-VSTOI) gradient descent was performed. The VSTOI score achieved on the speech file was then returned to SMAC. The optimized hyperparameters are summarized in Table II. Total number of layers including the latent space was five, encoder and decoder using the same number of neurons per layer. Swish was always used as activation functions.

H. Training of the DAE

Using the optimized hyperparameters, the DAE was trained using the train set. Again, the DAE was first trained for 500 epochs with batchsize of 128 to achieve a reasonable starting point for the NA-VSTOI gradient descent. Then, NA-VSTOI gradient descent was performed for 7000 iterations. After about 3600 iterations the DAE with five dimensions
achieved the reference mean VSTOI score on the train set, even reaching superior mean VSTOI scores in successive iterations. In contrast, the DAE with four latent dimensions required more than twice the number of iterations to approach the reference. Subsequently, only a latent space dimension of five was considered.

III. RESULTS

VSTOI score across bitrate for the vector quantized (VQ) and scalar quantized (SQ) DAE on the test set are given in Fig. 4. Single codebook SQ used the same quantizer in each latent dimension while multi codebook SQ used individually trained quantizers in each dimension. While the VQ-DAE achieved the approximate reference mean VSTOI score at 13.5 kbit/s, both the multi codebook and the single codebook SQ-DAE required about 22.5 kbit/s. However, at lower bitrates the multi codebook SQ-DAE performed considerably better. Fig. 5 shows boxplots of the VSTOI scores across the entire test set of the reference condition and the VSTOI scores of the investigated codecs. A dashed line indicating the median of the reference condition was included as orientation. Fig. 6 presents boxplots of the VSTOI scores across the subset files with an SNR ≤ 5 dB. The top whiskers of the reference and the VQ-DAE condition at 13.5 kbit/s differed by 0.035 for the entire test set and 0.013 when considering only SNRs ≤ 5 dB. Median VSTOI scores are summarized in Table III. The performance of the VQ-DAE on the out-of-group files of the test set is shown in Fig. 7. From left to right the columns show the VSTOI scores when only the files of the test set are considered which use speech azimuths, noise azimuths, an environment, SNR and SNR + environment not used in the train set. No significant difference was observed and the VQ-DAE generalizes well to unseen conditions. The largest difference in the medians of about 0.003 was observed when considering only cafeteria samples.

IV. DISCUSSION

The DAE was found, in either configuration, to generalize well from the train to the test set and appeared to be robust to changes of the acoustic scenario. The VQ-DAE at 13.5 kbit/s achieved higher VSTOI scores at lower latency than all tested audio codecs except for the G.722. As speech intelligibility presumably increases monotonically with increasing VSTOI scores, it can be concluded that the VQ-DAE matches or surpasses the intelligibility of Opus at half or less its bitrate and at zero latency. For Opus, we found [6] VSTOI scores to correspond well to the measured speech understanding, but no such investigation exists for the AMR-WB, which was considerably outperformed regarding VSTOI scores and bitrate. It is possible, that VSTOI somewhat misjudges the true intelligibility to CI users for the AMR-WB or that the FFmpeg implementation is suboptimal. Subjectively, the AMR-WB coded files at the highest bitrates sounded like the reference. For the G.722 results were as expected, further supporting the usefulness of VSTOI for algorithm development. In [6] the EC2 achieved reference speech intelligibility, while its VSTOI score was at least 0.01 lower than the reference VSTOI score. While the mapping from VSTOI scores to word recognition scores is certainly data dependent, this should suggests that the VQ-DAE, with a VSTOI score difference of 0.007 to the reference, yields reference speech intelligibility. It is interesting to compare the Electrocodec to the VQ-DAE, as the Electrocodec utilizes time-dependencies for its compression scheme, whereas the VQ-DAE solely relies on frequency-dependencies. While the Electrocodec could still be somewhat improved, a gap of about 7-9 kbit/s is unlikely to be closed in the future. These results might suggest that frequency-dependencies are of greater importance for the coding of the electrical stimulation patterns. In contrast to conventional audio coding, with sampling rates of 16 kHz or more, the stimulation patterns are usually generated at a channel stimulation rate of 500 - 1200 pulses per second. This considerably decreases the autocorrelation in the stimulation patterns, and thus makes predictive coding less effective. The observed improvement in VSTOI scores of the VQ-DAE, when considering SNRs of 5 dB or less, can be explained by learned denoising. While the train set was fairly balanced with respect to SNR, 50% of its files having an SNR ≥ 15 dB, it is reasonable that the NA-VSTOI gradient descent made the DAE learn a denoising algorithm to improve speech understanding, as less noisy excitation patterns cannot be improved in the same manner. From Fig. 5 a slightly poorer performance of the DAE can be observed for speech files with higher VSTOI scores. These generally correspond to higher SNR files agreeing with the hypothesis put forward. However, CI research is more concerned to improve speech understanding in lower SNR situations, and thus a somewhat poorer performance at higher SNRs is not necessarily a downside. Additionally, training the VQ-DAE on a larger train set of 200 files allowed to considerably improve performance at higher SNRs as well. Interestingly, every time for four and five latent dimensions, hyperparameter optimization yielded a first hidden layer that was wider than the input layer. This might suggest that an additional preprocessing step is necessary before compression can efficiently performed. Initially, 16 and 8 neurons were tested in the encoder and decoder per layer, which did not allow to achieve reference VSTOI scores. In [17] STOI was
used to optimize a neural network as well. However, there
STOI was not combined with hyperparameter optimization and
had to be approximated, which was not applicable for our work
due to the additional CI processing involved. Instead, we used
an approximation of the gradient of STOI for training.

V. CONCLUSION

This work investigated vector-quantized deep autoencoders
(VQ-DAE) for the compression of the excitation patterns of
cochlear implants. At a bitrate of 13.5 kbit/s and zero delay,
the VQ-DAE achieved equal or superior speech intelligibility measured through an objective intelligibility measure
while reducing the bitrate by up to 50% compared to state-of-the-
art audio codecs. The VQ-DAE was found to generalize well
to unseen acoustic scenarios and was able to slightly improve
speech intelligibility in low signal-to-noise ratio conditions.
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