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ABSTRACT

Motion compensation is one of the most important elements
in modern hybrid video coders. It utilizes temporal informa-
tion to predict the current block and reduces thereby the re-
dundancy of a video. The prediction accuracy depends on the
similarity between the reference block and the current block.
It is decreased by varying motion blur caused by the accel-
eration of the camera or certain objects in a scene. Thus, we
employ fixed-length filters to compensate varying motion blur
in hybrid video coding. While former approaches needed ad-
ditional signaling for blurring filters or a second motion esti-
mation, our algorithm derives the blurring filter only based on
the motion vector and needs only one motion estimation. We
implemented our approach in the High Efficiency Video Cod-
ing (HEVC) reference software HM-13.0. Compared to the
reference HM-13.0, we gain 2.54% in terms of BD-Rate in av-
erage for JCT-VC test sequences and 4.51% for self-recorded
sequence containing lots of varying motion blur, with limited
increase in coding time.

Index Terms— Motion Blur, Video Coding, HEVC

1. INTRODUCTION

Motion compensation together with intra-frame prediction,
quantization, transform and entropy coding has been the cor-
nerstone of hybrid video coding system. It is used in the High
Efficiency Video Coding (HEVC) [1] standard as well as in
predecessors like MPEG-2 [2] and AVC [3]. Motion compen-
sation uses already coded previous or future frames to predict
the content of a block, called coding unit (CU) in HEVC. In-
stead of the original CU content, only a displacement vector
called Motion Vector (MV) and the corresponding prediction
error are used for coding and quantization, in order to gener-
ate the bit stream. The data rate can be vastly reduced by this
prediction technique if the similarity between the reference
frame and the current frame is high.

The common motion compensation (MC) method from
video coding standards works well with stationary objects or
moving objects of constant velocity. However, the accuracy
is limited in case of varying motion blur. Motion blur occurs
in the direction of the object motion if an object moves during
the exposure time. The changing extent of blur between suc-

b

d

e

g

f

a

c

b

d

f
c

e

g

Coefficients

a = 8/56

b = 1/56

c = 7/56
d = 3/56

e = 5/56

f = 5/56

g = 3/56

θ

Fig. 1: Discrete version of linear motion blur (θ = arctan 4
5 )

cessive frames generally reduces the compression efficiency
because of the increased prediction error.

Several approaches were proposed to reduce the predic-
tion error by filtering the reference frame for varying motion
blur compensation. Some of them use either pre-defined filter
[4][5] or adaptive filter [6] for single layer coding . All three
approaches need additional signaling for the choice of filter or
for the filter coefficients, respectively. Other proposals avoid
filter signaling by either exploiting information provided by
the base layer in the context of scalable video coding [7] or
introducing a sector structure [8]. However, in both cases the
number of blurring filters is limited or predefined and two mo-
tion estimations (ME) will be executed in the process. Conse-
quently the accuracy of the filter is restricted and long coding
time is needed.

In this paper we propose a blur compensation algorithm
for single layer coding that generates the blurring filter in ar-
bitrary direction based only on the direction of the transmitted
MV. We apply the identical MV for MC based on the filtered
reference and spare one ME. No additional signaling for the
filter coefficients is necessary, whereas the usage of the filter
is signaled by the encoder for each CU in the bit stream.

The remaining paper is organized as follows: Section 2
analyzes the filter used for motion blur compensation and ex-
plains our method in detail. Experimental results are given in
Section 3 before Section 4 concludes the paper.



Table 1: Discrete form of proposed 3×3 blurring filter for different θ ∈ [0, π)
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Table 2: Filter coefficients

3×3 Filter θ = 15◦ θ = 60◦a b c
d e d
c b a

  0 0 0
0.327 0.345 0.327
0 0 0

  0 0.141 0.167
0 0.381 0

0.167 0.141 0



2. PROPOSED REFERENCE FRAME FILTERING

Due to the variability of the extent of motion blur which is
caused by the change of the velocity of the camera or of an ob-
ject between frames, we suggest to filter the reference frame
in order to add blur and increase the similarity between the
reference CU and the current CU.

A commonly used linear uniform motion blur point spread
function (PSF) in continuous time domain is described with a
line segment L and an angle θ with respect to the horizontal
axis [9], as given in Eq. (1):

h(x, y) =

{
1
L ,

√
x2 + y2 ≤ L

2 ,
y
x = tan θ

0, otherwise
(1)

L is proportional to the motion speed and the exposure dura-
tion, θ indicates the motion direction and (x,y) is the location
in the Cartesian coordinate system.

The discrete version of Eq. (1) is acquired by consider-
ing a bright spot traversing across the sensors covered by the
line segment during the exposure time with constant veloc-
ity [10]. Each coefficient of the blur kernel is proportional to
the time spent on each sensor element. With the assumption
of a constant motion, the filter coefficients are given by the
normalized length of the intersection of the line segment with
each pixel in the grid, as illustrated by Fig. 1.

In case of varying motion blur, a filtered reference may
improve the coding performance. We assume that motion blur
as well as the change of motion blur can be described by Eq.
(1). Motion can be considered constant for the exposure time
of a single frame. Since the time interval between two nearby
frames is very short, e.g. 0.02 seconds for a 50 fps sequence,
we suggest that the change of motion blur extent is small in
most cases. Hence, we employ a fixed extent of 3 pels to de-
scribe the phenomenon of variation in blurring, i.e., L = 3.
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Fig. 2: Flow chart of motion blur compensation

The two dimensional blurring filter has a dimension of 3×3.
We blur only the luminance component of the reference, since
chrominance pixels lie at every other pixel position of the lu-
minance component [11] for a 4:2:0 sequence.

The other degree of freedom for a blurring filter is the
angle θ. It is derived from the MV found in non-blur case.
Hence a standard ME in HEVC is executed before the blur-
ring filter is established. The blurred reference frame is gen-
erated by using the directions of the MVs.

The general discrete version of our 3×3 filter has 5 dif-
ferent coefficients (a – e) due to symmetry and is calculated
according to an arbitrary angle θ ∈ [0, π) using Table 1. The
suggested filter is a low-pass filter. As an example, filter co-
efficients for θ = 15◦ and θ = 60◦ are listed in Table 2.

Besides the standard coding methods like Intra-frame and
Inter-frame prediction (incl. Skip), we add a motion blur com-
pensation mode to HEVC. This motion blur compensation



(a) Decoded Frame (b) Predicion Mode

Fig. 3: Coding mode distribution of Basketball Drive. Red (darkest): Blur, Green: Skip , Yellow: Inter and White: Intra.

can be considered as a complement of Inter mode (incl. Skip)
of HEVC during the coding of a certain CU, as illustrated in
Fig. 2. We create temporal reference frames by filtering the
reconstructed frame with a filter of angle θ derived from the
MV and use these reference frames for motion blur compen-
sation. The temporal reference frames are parallel to the re-
constructed ones, i.e., one reference index refers to either the
reconstructed frame for general Inter-frame prediction or the
blurred reference frame for motion blur compensation. For
each frame in the reference picture list there is a correspond-
ing frame for motion blur compensation, since the results of
ME based on reconstructed frames and blurred frames do not
always share the same reference index.

Compared to [8], we simplify the encoding structure by
applying the same MV to MC based on filtered reference in-
stead of a second ME. Meanwhile it is highly likely that a
CU will be better predicted using our proposed method. The
reasons are listed below.

1. Object should move in the direction where variation of
blur exists. We create the temporal reference exactly in
the direction given by MV without any modification.

2. Our Blurring filters are always symmetrical, which
means no phase shift by filtering. It is probable that the
majority of the MVs will not change with a second ME
based on those blurred temporal references.

A side benefit is the reduction of coding time. We spare
one additional ME and have smaller region of blurring. In
place of blurring the whole area covered by standard ME, we
blur only the CU on reference pointed by the given MV and
its surrounding which will be used by interpolation later.

A ”Blurring Flag” will be set within the encoding for each
CU which is coded with the Inter mode (incl. Skip) for all
partition sizes. The decoder is able to determine whether the
reference frame is blurred during reconstruction of a CU and
to replicate the blurring of the reference frame using the an-
gle θ derived from the transmitted MV. The blurring flag is
considered within the Rate-Distortion optimization (RDO).

Table 3: Distribution of MV on filtered reference

Sequence Identical ±1 Pel ±2 Pel
Playground 70.72% 97.29% 98.40%
Bike 01 76.00% 91.63% 92.48%
Bike 02 77.53% 91.63% 93.00%
Bike 03 71.89% 86.13% 87.86%
Recorded Avg. 74.04% 91.56% 92.93%
Basketball Drive 77.59% 88.13% 89.58%
Kimono 75.64% 91.04% 92.37%
Cactus 74.96% 93.33% 95.25%
Park Scene 69.14% 92.64% 94.38%
BQ Terrace 62.49% 97.90% 98.84%
People On Street 59.52% 90.61% 92.13%
Traffic 64.11% 96.48% 98.50%
JCT-VC Avg. 69.06% 92.90% 94.44%
Average 70.87% 92.41% 93.89%

3. EXPERIMENTAL RESULTS

The implementation of our proposed algorithm is based on
the HEVC reference software HM-13.0 [12].

We have applied the JCT-VC common test conditions [13]
with the default configuration of Low Delay P (LD-P) and
Random Access (RA) from HM-13.0 for the evaluation. Our
test set includes JCT-VC sequences (Basketball Drive, BQ
Terrace, Cactus, Kimono, Park Scene, People On Street, Traf-
fic) as well as self-recorded sequences (1280 x 720). The lat-
ter include Playground [14] (filmed with a hand-held camera)
and Bike (filmed with a camera attached to the helmet of a
cyclist) [7]. We used a fixed focal length for all self-recorded
sequences. Thus no blur contained in the sequences is caused
by focus change.

The usage of motion blur compensation is illustrated in
Fig. 3 which illustrates frame 437 of Basketball Drive as an
example. In Fig. 3b, CUs coded with the proposed blurring
method are shown in red while yellow, green and white repre-
sents inter, skip and intra modes, respectively. Looking at the



decoded frame (Fig. 3a), motion blur compensation is chosen
mostly for the areas where the obvious varying motion and
related blur should occur: on the bodies of the players.

Table 3 shows the distribution of the new MV based on the
blurred reference frames if we use a standard ME after blur-
ring. ”Identical” indicates that the MVs based on the tempo-
ral reference are exactly the same as the MVs from the recon-
structed non-blurred reference. Column ”±1” and ”±2” show
the ratio of new MVs, which have less than 1 and 2 full pels
deviation to the original MV in each direction, respectively.

For both JCT-VC and self-recorded sequences around
70% of the MVs are identical, which means that only about
30% CUs have less good prediction than a standard search.
A further 23.84% and 17.52% CUs have the best predictor
inside 1-pel range of given MV. The positional deviation is
subjectively unnoticeable while objectively it has small im-
pact on the prediction unless some dramatic changes occur
in the scene. Hence, the prediction inaccuracy brought by
directly using the MV as motion search result instead of
a second ME is small and it could be compensated by the
improvement of filter accuracy.

The simulation result is presented in terms of Bjøntegaard
delta (BD)-Rate [15]. Negative numbers mean gain compared
to the anchor while positive numbers represent a loss. As an
anchor we used HM-13.0 without motion blur compensation.

Our self-recorded sequences contain much more varying
motion blur due to the camera motion as well as longer expo-
sure time. Hence they benefit more from our proposed motion
compensation method, as shown in Table 4. The average gain
of these sequences compared to the HM-13.0 for {Y,U, V }
reaches {4.51%, 2.44%, 2.26%} for LD-P configuration, ma-
jority of which offer over 4% gain for luminance.

As expected, the proposed method works less good on
JCT-VC sequences. Nevertheless, we get gain also for all
those sequences, which is averaged to {2.54%, 0.50%, 0.10%}
for {Y,U, V } respectively. Because of the rapid change in
motion blur from the players of Basketball Drive and from the
leaves on background of Kimono, it is reasonable to observe
higher luminance gains from them in this category.

The last column of Table 4 shows the ratio of CUs that
choses blurring mode after RDO with LD-P configuration.
The gain basically increases with the rise of the ratio in each
set of sequences. The values for Basketball Drive and Kimono
prove that motion blur compensation works well for these two
in the set. Self-recored sequences work better with nearly the
same level of ratio, since they have more shaking and noise,
which make these sequences more sensitive to the low pass
characteristic of the blurring filter.

Overall, the BD-Rate gain of motion blur compensation is
{3.26%, 1.20%, 0.89%} on average for LD-P with 17% CUs
standing by this method and {0.95%, 0.38%, 0.33%} for RA.
Results based on LD-P are better than that based on RA, since
the temporal distance between the reference frame and the
current frame from LD-P is shorter and the proposed filter is

Table 4: BD-Rate vs. HM-13.0 and Ratio of blur in CUs

Sequence Low Delay P BlurY U V
Playground -4.28% -2.91% -4.12% 18.25%
Bike 01 -5.84% -2.68% -1.54% 18.30%
Bike 02 -1.36% -1.05% -0.64% 11.00%
Bike 03 -6.58% -3.10% -2.72% 26.67%
Self-Recorded -4.51% -2.44% -2.26% 18.56%
Basketball Drive -4.24% -1.39% -1.04% 24.75%
Kimono -4.06% 0.93% 0.78% 35.64%
Cactus -2.17% -0.76% -0.71% 12.00%
Park Scene -1.32% 0.21% -0.76% 7.89%
BQ Terrace -2.12% -1.08% 1.18% 14.08%
People On Street -2.53% -1.02% -0.18% 17.90%
Traffic -1.35% -0.39% 0.01% 5.30%
JCT-VC -2.54% -0.50% -0.10% 16.79%
Average -3.26% -1.20% -0.89% 17.44%

Sequence Random Access BlurY U V
Playground -2.92% -1.09% -1.24% 21.64%
Bike 01 -2.14% -0.91% -0.22% 17.15%
Bike 02 -0.60% -0.15% -0.36% 11.14%
Bike 03 -2.49% -1.09% -0.69% 17.88%
Basketball Drive -0.88% -0.86% -0.75% 9.22%
Kimono -0.27% 0.31% 0.06% 11.11%
Cactus -0.30% 0.04% -0.27% 4.10%
Park Scene -0.10% 0.07% -0.04% 5.01%
BQ Terrace -0.33% -0.03% 0.02% 4.78%
People On Street -0.38% -0.65% -0.32% 5.15%
Traffic 0.01% 0.23% 0.13% 2.67%
Average -0.95% -0.38% -0.33% 9.99%

only 3×3, which is especially designed for small variations
of motion blur.

Coding time of encoder drops from over 500% based on
[8] to 137% of HM-13.0 at the same time as a side benefit,
with an additional 0.28% gain for LD-P configuration. De-
coding time drops from over 200% to about 100% of HM.

4. CONCLUSION

The performance of the general motion compensated predic-
tion in HEVC is limited by varying motion blur. To improve
the prediction accuracy in order to reduce the coding data rate
we propose 3×3 blurring filters for reference frame filtering.
The filter is generated based on purely the arbitrary direction
of the transmitted MV. No extra signaling of filter coefficients
is needed. Compared to HM-13.0, our proposed motion blur
compensation can provide an average BD-Rate gain of 2.54%
for JCT-VC sequences and of 4.51% for consumer recorded
sequences, with 137 % encoding and 100% decoding time.
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