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Abstract. The original Random Forest derives the final result with respect to
the number of leaf nodes voted for the corresponding class. Each leaf node is
treated equally and the class with the most number of votes wins. Certain leaf
nodes in the topology have better classification accuracies and others often lead
to a wrong decision. Also the performance of the forest for different classes dif-
fers due to uneven class proportions. In this work, a novel voting mechanism is
introduced: each leaf node has an individual weight. The final decision is not
determined by majority voting but rather by a linear combination of individual
weights leading to a better and more robust decision. This method is inspired by
the construction of a strong classifier using a linear combination of small rules
of thumb (AdaBoost). Small fluctuations which are caused by the use of binary
decision trees are better balanced. Experimental results on several datasets for ob-
ject recognition and action recognition demonstrate that our method successfully
improves the classification accuracy of the original Random Forest algorithm.

1 Introduction

Random Forest is a machine learning algorithm by Leo Breiman [1] for classification
and regression consisting of an ensemble of independent decision trees. Each tree is
learned with randomly selected samples and features. Compared to other ensemble
learning algorithms, i.e. boosting [2], that build a flat tree structure of decision stumps,
Random Forest is multi-class capable and has some preferable characteristics such as a
faster training procedure and useful internal estimates [1].
Regarding a single tree in the forest a drawback is the susceptibility against small fluc-
tuations and noise. A wrong decision of a node might lead to a completely other classi-
fication result. Many circumstances like noisy or blurred images, occlusions or a large
intra-class variation can easily lead to a misclassification. Figure 1 illustrates a typical
binary classification tree with three nodes to detect faces. Each node samples a feature
in an image. If a node does not match because of the above mentioned circumstances
the image is shifted down to another path (see node no. 2). Usually these small fluctua-
tions are compensated by the majority voting of the Random Forest but our intention is
to reduce the influence of these fluctiations.
Contribution: In this work, we focus on improving the accuracy of a Random For-
est classifier and propose a thresholded variant inspired by the AdaBoost algorithm to
eliminate the sensitivity against path fluctuations. Each leaf node is weighted according
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Fig. 1. A typical binary decision tree. Small changes/fluctuations like noisy/blurred images, oc-
clusions or a large intra-class variation affect the correct way and lead to a misclassification.

to a computed uncertainty that acts like an importance indicator. Bad nodes are pun-
ished while well performing nodes are weighted higher. The class-specific weights of
all trees are summed up and a threshold is introduced. The threshold is automatically
learned and specifies the percentage of weights that have to be available for classifying
the object. Furthermore, the threshold allows a parametrization of the algorithm and an
additional possibility to adapt the forest to a specific dataset. Our method is inspired by
the AdaBoost algorithm and the linear combination of weak classifiers for constructing
a strong classifier.
This paper is structured as follows: Section 1.1 gives a brief overview about related
work. Section 2 explains the AdaBoost algorithm while the Random Forest algorithm
is described in Section 3. Our proposed method is explained in detail in Section 4. Ex-
perimental results are presented in Section 5 and conducted on well-known datasets for
object recognition, GTSRB and MNIST, see Figures 2(a) and 2(b) and on action recog-
nition datasets like IXMAS, KTH and Weizman, see Figures 2(c), 2(d) and 2(e). Our
paper is concluded in Section 6.

1.1 Related Work

Generally, we can distinguish between two main research areas: the improvement of
AdaBoost by using methods of Random Forest and the improvement of Random Forest
by using methods of AdaBoost. Most of the works try to improve AdaBoost [10–15].
For instance, researchers implement a decision tree as a weak learner and use this tree
to construct a strong classifier. Other researchers replace the exhaustive search of the
AdaBoost algorithm by the random feature selection mechanism of Random Forest or
reduce the amount of data points to decrease the training time of AdaBoost [16].
There are some other works that combine key contributions of AdaBoost into the Ran-
dom Forest. For instance, Schulter et al. minimizes losses via keeping an adaptive
weight distribution over the training samples [17, 18] . Bernard et al. propose a Dynamic
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Fig. 2. (a) Example images of the German Traffic Sign Recognition Benchmark [3]. (b) Example
images of the MNIST dataset for handwritten digit recognition [4]. Example images of the human
action recognition datasets: (c) IXMAS multi-view [5, 6] (d) KTH [7] (e) Weizman [8, 9].

Random Forest algorithm which is based on an adaptive tree induction procedure [19].
In addition to these works, we propose a framework inspired by the AdaBoost algorithm
that combines the basic idea of a linear combination of small rules of thumb. Instead
of using a majority voting, the final decision is gathered by summing up class-specific
weights for each leaf node and determining the decision by introducing a threshold.

2 AdaBoost

In this chapter, we focus on the main principles of AdaBoost that are important to under-
stand this work. Detailed information are available in the works of Freund and Shapire
[2] and Viola and Jones [20]. AdaBoost is a machine learning algorithm proposed by
Freund and Shapire [2], which was further enhanced with Haar-like Features and In-
tegral Images and applied to the task of real-time face detection by Viola and Jones
[20]. Typically, an AdaBoost classifier consists of a stage of several strong classifiers
with increasing complexity. Each strong classifier is constructed by a linear combina-
tion of weak classifiers while a weak classifier consists of a feature with a threshold
and a weight (see [20] for more information). The weight is computed with respect to
the number of misclassified examples3 while the influence of poorly performing weak
classifiers is decreased.
Training: Given a training set withN samples, (X ,Y ) = {(x1,y1),...,(xN ,yN )}, where
xi is an image containing all potential features and yi = 0, 1 for negative and posi-
tive label. Initialize weights for negative and positive separately. For training a weak
classifier:

1. For every possible feature, learn a potential weak classifier and calculate error based
on sample weights.

2. For all potential weak classifiers, choose the one with lowest error.
3. Update all weights in a manner that current misclassified samples are weighted

higher for training the next weak classifier.
4. Normalize weights for all samples.

3The weight is α = log 1−ε
ε

with ε, the sum of misclassified sample weights.



After learning several weak classifiers, the corresponding error is used to weight each
weak classifier and determine the influence in the linear combination:

h(x) =

{
1,

∑T
t=1 αtht(x) ≥ 1

2

∑T
t=1 αt,

0, otherwise.
(1)

Classification: h(x) is the final decision, ht(x) is the decision of weak classifier t and
αt is the weight of weak classifier t. Each αt is computed based on the error rate of
that specific weak classifier. 1

2 serves as a threshold for classification and the idea of
thresholding is introduced into Random Forest.

3 Random Forest

In this Section the Random Forest algorithm developed by Leo Breiman [1] is briefly
described. Random Forest is an ensemble learning method for classification and re-
gression, which combines the idea of Bagging [21] with a random feature selection
proposed by Ho [22, 23] and Amit [24]. Random Forest consists of CART-like decision
trees that are independently constructed on a bootstrap sample. Compared to other en-
semble learning algorithms, i.e. boosting [2] that build a flat tree structure of decision
stumps, Random Forest uses an ensemble of unpruned decision trees, is multi-class
capable and has some preferable characteristics [1]:

– Similar or better accuracy than AdaBoost.
– Robust to noise and outliers.
– Faster training than bagging or boosting.
– Useful internal estimates: error, strength, correlation and variable importance.

Training: Given a dataset containing N examples for training:

(X,Y ) = {(x1, y1), ..., (xN , yN )}, (2)

where xi is the feature vector of M dimensions and yi is the class label which value is
between 1 and K. To grow a tree, the following steps are necessary:

1. Choose ntree samples from the whole training set (X ,Y ) at random.
2. The remaining samples are used to calculate the out-of-bag error (OOB-error).
3. At each node randomly specify mtry << M variables and find the best split.
4. Completely grow the tree to the largest possible extension without pruning.

Classification: A completed Random Forest consists of several classification trees
(1 ≤ t ≤ T ) in which the class probabilities, estimated by majority voting, are used to
calculate the sample’s label y(x) with respect to the feature vector x:

y(x) = argmax
c

(
1

T

T∑
t=1

Iht(x)=c

)
(3)



The decision function ht(x) provides the classification of a tree to a class c with the
indicator function I:

Iht(x)=c =

{
1, ht(x) = c,

0, otherwise.
(4)

A sample is classified by passing it down each tree until a leaf node is reached. A
classification result is assigned to each leaf node and the final decision is determined by
taking the class having the most votes, see Equation (3).

4 Proposed Method

In AdaBoost [20], the strong classifier is constructed by several small rules of thumb,
also see Equation (1) and for classification, only if a weak classifier matches in an
image the corresponding weight of this weak classifier is summed up. Additionally,
the influence of this decision depends on an a-priori computed weight to decrease the
influence of poorly performing weak classifiers. Finally, several decisions are combined
by using a linear combination.
In this work, we integrate the concept of a linear combination of decisions into the
Random Forest algorithm and interpret a leaf node as a weak classifier leading to several
advantages in comparison to a standard binary decision tree:

1. Decisions are weighted with respect to an uncertainty.
2. Not all decisions are necessary to classify an object.
3. Decisions are more robust.
4. Using an additional threshold leads to a parameterizable Random Forest.
5. A Random Forest can be better adapted to a specific task.

In the following, we present α values as a weight parameter for leaf nodes. Further, we
introduce thresholds based on theseα values to improve the final classification accuracy.

4.1 Leaf Node α-Weight

We introduce a weight to determine the importance of each leaf node. This importance
is computed with respect to the depth of the corresponding leaf node:

αl,c =

{
1

log(Dl)
, c = kl,

0, otherwise.
(5)

where αl,c is the alpha value of a leaf node l for class c, kl is the trained label of leaf
node l, Dl is the depth of leaf node l.
Experiments on how to compute the weight of a leaf node have clearly shown that
using the depth instead of a error rate on the relative frequency of classes leads to better
accuracies. Figure 3 reveals that wrong decisions are mainly caused by paths with a
large depth (the experiment was conducted on a action recognition dataset). Therefore,
αl,c is being punished if the depth gets larger.
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Fig. 3. A large depth mainly leads to a misclassification. Therefore, the depth is used as an indi-
cator for the decision.

4.2 Decision Function

The original decision function, see also Equation (3), is enhanced to the following Equa-
tion:

y(x) = argmax
c

( ∑T
t=1 Iht(x)=c∑T
t=1

∑L
l=1 αl,c

− γc

)
, (6)

where the sample’s label y(x) is chosen with respect to the indicator function Iht(x)=c

of a tree and normalized by the sum of the class-specific weights αl,c of all trees and leaf
nodes. Further, the final decision is regulated by the γc function leading to smoothed
decisions. The modified indicator function Iht(x)=c is defined as:

Iht(x)=c =

{
αl,c, ht(x) = c,

0, otherwise.
(7)

By introducing the modified indicator function it is not necessary that all leaf nodes
vote for a class (similar to AdaBoost). To find γc, all training samples are reapplied to
the forest and the sum of misclassified leaf nodes for all m samples is computed:

γc = max


T∑

t=1

αl,c

sample 1

, ...,

T∑
t=1

αl,c

sample m

 , (8)

where γc represents the relative easiness for a sample to be misclassified as class c. A
relatively higher γc indicates a sample was relatively easier to be misclassified as class
c. As a result, later in Equation (6), a sample needs relatively more votes to be classified
as class c. In other words, the final decision is no longer the most voted class. Earlier
in the paper, we mention that Random Forest has a lack of considering different capa-
bilities over different classes. Suppose a forest is trained with mostly class 1 samples



and only a few of class 2. When classifying a class 2 test sample, likely the correct
votes for class 2 will be outnumbered by the misclassified votes for class 1, since the
majority of classifying power is designated for class 1, see Figure 4. By introducing the
regularization term, this drawback is eliminated.
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Fig. 4. Each datapoint represents a class with respect to the proportion to all training samples and
to the number of misclassified samples. Classes with a larger number of samples obtain more
misclassifications.

5 Experimental Results

In this Section, we introduce the datasets used to evaluate our method and report re-
sults in comparison to a standard Random Forest implementation and to state-of-the-art
methods.

5.1 Datasets

The GTSRB dataset (German Traffic Sign Recognition Benchmark) is a large and life-
like dataset, containing traffic signs with many different background changes, illumi-

Method Error rate (%)

Bernard et al. [25] 6.73
Bernard et al. [26] 5.92
Fan et al. [27] 4.95
RF 4.6-7 in R4 3.0
Proposed method 2.69

Table 1. Our proposed framework in comparison to state-of-the-art methods on the MNIST
dataset.

4http://www.wise.io/blog/benchmarking-random-forest-part-1
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Fig. 5. A comparison of original Random Forest to our proposed method. (a) On the GTSRB
dataset. (b) On the MNIST dataset. Our proposed method clearly outperforms the original Ran-
dom Forest.

nation changes, occlusions and distortions [3]. This dataset consists of more than 40
classes and more than 50000 images in total.
Further, experiments were conducted on the MNIST dataset for handwritten digit recog-
nition [4]. This dataset consists of 60000 training images and 10000 test images. For
both experiments, the pixel values of each image are used as features for classification.
More experiments are conducted using typical human action recognition datasets:
KTH: The well-known and publicly available KTH dataset [7] consists of six classes of
actions. Each action is performed by 25 persons in four different scenarios. The KTH
dataset consists of 599 videos. Similar to [28], a fixed position bounding box with a
temporal window of 24 frames is selected, based on annotations by Lui [29]. Presum-
ably, a smaller number of frames is sufficient [30].
Weizman: We evaluate our proposed framework on the well-established Weizman ac-
tion dataset [8, 9]. In our opinion, the Weizman dataset is already solved since many
researchers report accuracies of 100%. However, in recent publications [31–33] this
dataset is still used to evaluate the corresponding methods. In order to allow a compar-
ison to these works and to show the benefit of our framework, we use this dataset too.
The Weizman dataset consists of nine actions while each action is performed by nine
different persons. We manually labeled the dataset and used the bounding boxes for the
classification. The bounding boxes are available for download at our homepage5.
IXMAS: Additionally, our framework is evaluated on the IXMAS dataset for multi-
view action recognition [5, 6]. The IXMAS dataset contains 12 classes of actions. Each
action is performed three times by 12 persons while the body position and orientation
is freely chosen by the actor. The IXMAS dataset consists of 1800 videos.

5.2 Comparison to an original Random Forest and to state-of-the-art methods

In this Section we compare the proposed method to a standard Random Forest imple-
mentation and to state-of-the art methods. In the following, we report results on the
GTRSB, MNIST object recognition dataset. For these experiments the pixel values are

5http://www.tnt.uni-hannover.de/staff/baumann/



Name Accuracy (%)

Jhuang et al. [34] 98.80
Lin et al. [35] 100.00
Blank et al. [8] 100.00
Gorelick et al. [9] 100.00
Schindler and Van Gool [30] 100.00
Proposed method 100.00

Table 2. Accuracy for our proposed frame-
work on the Weizman dataset. The accuracy
is 100%.

Name Accuracy (%)

Yeffet and Wolf [36] 90.1
Laptev et al. [37] 91.8
Schindler and Van Gool [30] 92.7
Kihl et al. [38] 93.4
Baumann et al. [39] 94.4
Proposed method 96.88

Table 3. Accuracy for our proposed frame-
work on the KTH dataset. The accuracy is
96.88%.

directly used as features for classification. Better results might be achieved by using
more suitable features. Further, we report results on the KTH, Weizman and IXMAS
action recognition dataset. For these datasets, Motion Binary Patterns are used [39].
GTSRB: Figure 5(a) illustrates our method in comparison to a standard Random Forest
implementation with respect to the number of trees. Our method clearly outperforms the
original Random Forest. At this point, we mention that the pixel values are directly used
as features for classification. Better results might be achieved by using more suitable
features like HOG features. Regarding the competition results table6 other researchers
report results at 99.98% by using more complex features for classification while a stan-
dard Random Forest implementation achieves 64.15%.
MNIST: In Figure 5(b) we compare our proposed method to the original Random For-
est on the MNIST dataset with respect to the number of trees. Despite of some fluctua-
tions our proposed method outperforms the standard implementation. Especially at high
detection rates our method achieves a better detection accuracy. Table 1 compares our
method to state-of-the art algorithms where the lowest error rate of 2.69% is achieved.
Weizman: Table 2 illustrates the results for the Weizman dataset in comparison to state-
of-the-art methods. We report an accuracy of 100%. For this dataset, Motion Binary
Patterns are used [39].
KTH: Table 3 presents a comparison to recent approaches on the KTH dataset. Motion

Name Accuracy (%)

Wang et al. [40] 76.50
Wu et al. [41] 78.02
Li and Zicker [42] 81.22
Proposed method 84.20

Table 4. A comparison to single- and multi-feature methods on the IXMAS multi-view action
recognition dataset.

6http://benchmark.ini.rub.de



Binary Patterns are used for classification [39]. The best achieved accuracy is 96.88%
while most confusions appear between similar actions like running and jogging.
IXMAS: Table 4 illustrates the results in comparison to state-of-the-art methods using
the IXMAS multi-view action recognition dataset. For each view a Random Forest clas-
sifier was learned. The final decision is determined by adding the class probabilities and
choosing the class with the highest sum. The best accuracy is 84.20%. Most confusions
appear for getting up, waving, punching and kicking. For this dataset, Motion Binary
Patterns are used [39].

6 Conclusion

In this work, we propose a new weight representation of leaf nodes for the Random For-
est algorithm. In contrast of evaluating every leaf’s decision, a weight with respect to
the depth of a path is introduced which compensates the statistical effect of long paths
leading to better accuracies. By summing up the weights of all trees, a more robust
decision is gathered and the effect of path fluctuations is eliminated. The final classifi-
cation result is computed by the most weights above a specific class threshold. Further,
the threshold of each class serves as a regularization term to correct discriminated mis-
classified samples caused by unbalanced training proportions and different classifiable
classes. Experiments on several datasets for object recognition (GTSRB, MNIST) and
action recognition (KTH, Weizman, IXMAS) confirm that our method achieves a bet-
ter classification rate than the original Random Forest and than state-of-the-art methods.
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