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Abstract. A wide variety of computer vision applications rely on super-
pixel or supervoxel algorithms as a preprocessing step. This underlines
the overall importance that these algorithms have gained in the recent
years. However, most methods show a lack of temporal consistency or fail
in producing temporally stable segmentations. In this paper, we propose
a novel, contour-based approach that generates temporally consistent
superpixels for video content. It can be expressed in an expectation-
maximization framework and utilizes an e�cient label propagation built
on backward optical 
ow in order to encourage the preservation of super-
pixel shapes and their spatial constellation over time. Using established
benchmark suites, we show the superior performance of our approach
compared to state of the art supervoxel and superpixel algorithms for
video content.

1 Introduction

In [1] superpixels were introduced as new image primitives grouping spatially
coherent pixels that share the same low-level features as e.g. color or texture
into small segments of approximately same size and shape. Over the last decade,
superpixel algorithms have become a common preprocessing step for a variety
of computer vision applications. These applications include e.g. video segmen-
tation [2,3], tracking [4], multi-view object segmentation [5], scene 
ow [6], 3D
layout estimation of indoor scenes [7], interactive scene modeling [8], image pars-
ing [9], and semantic segmentation [10,11]. Using such an over-segmentation has
two major bene�ts. First, the number of image primitives is signi�cantly reduced.
Second, superpixels provide a spatial support for the extraction of region-based
features [12].

More recently, the idea of superpixels was extended from the domain of still
images to the domain of video sequences. In general, all related approaches can
be classi�ed as generating either supervoxels (e.g. [13,14,15]) or superpixels that
are temporally consistent (e.g. [16,17,18,19]). As noted in [18], superpixels with
temporal consistency and supervoxels can be converted into the other class if
certain constraints are met. While over-segmentation algorithms for still images
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(a) (b) (c)

Fig. 1. Example of a superpixel segmentation providing temporal consistency
and a steady spatial constellation of the superpixels over time. Despite the move-
ment and the jiggling camera shot the superpixels stay at their initial positions
on the motorcycle over several frames. (a) Original frame; (b) A full super-
pixel segmentation of the video was performed and a subset of superpixels was
manually selected in one frame and colored for visualization; (c) Subset with
the same superpixels after several frames. Same color as in (b) means temporal
connectedness.

should capture main object boundaries, the methods for video content should ad-
ditionally capture the temporal connections between regions in successive frames.
In order to achieve a consistent labeling, that can be leveraged for applications
like tracking or video segmentation, it is also important for the segments to re-

ect the motion of the image regions they represent. Thus, a segment should not
change its shape if the corresponding image region does not change its shape and
the spatial constellation of the segments should stay constant over time as long
as the corresponding regions do not change positions (See Fig. 1 for an exam-
ple). In the following, we brie
y describe oversegmentation approaches for video
content that aim at compact and spatially coherent regions of approximately
the same size and shape that are also consistent over time. An early example,
which is not explicitly labeled as superpixel or supervoxel approach but shares
a similar idea, can be found in [20].

In [14] a �rst supervoxel approach was published that covers the video vol-
ume with overlapping cubes, whereas each cube corresponds to one label. The
volume of the cubes determines the maximum volume of the supervoxels to be
generated. The longer the cubes are, the higher the temporal consistency can
be. The assignment of each voxel to one label is done using energy minimization
techniques. In [15] not only the SLIC superpixel approach is described but also
its extension to supervoxels. Thereby, it introduces a temporal distance term
penalizing supervoxels with a long duration.

Other approaches like [13,21,16,17,18] aim at supervoxel and superpixel rep-
resentations with extended temporal duration. In [13] an approach for hierar-
chical video segmentation is proposed that is based on the graph-based image
segmentation approach introduced in [22], which is �rst applied on pixel-level
and then iteratively on region-level in order to create a hierarchical segmenta-
tion. Streaming capabilities were added to [13] in [21] by applying a Markov
assumption on the video stream. Both, [13] and [21] generate supervoxel seg-
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mentations, which |if converted to a superpixel representation| show a lack of
temporal stability as the shape of the segments changes extensively from frame
to frame.

A �rst approach towards temporal superpixels was introduced in [19] using
optical 
ow information to initialize the seeds for the superpixels in each new
frame. Using these seeds, the superpixels are grown only on frame level. While
achieving a more temporally stable superpixel segmentation it fails to explicitly
handle structural changes in the video sequences. A strategy for creation or
splitting as well as termination of superpixels, which provides the capability
to handle structural changes in the video scene, was �rst introduced by [16].
The approach utilizes a generative probabilistic model for superpixels in video
sequences. Moreover, the 
ow is explicitly modeled between the frames in order
to propagate the superpixels. In [17] an online video superpixel algorithm based
on [23] was introduced. It uses hill climbing for the optimization and considers
a hierarchy of blocks at di�erent sizes. The results of the intermediate block
level are used to initialize new frames. The superpixel approach presented in
[18] uses a global color subspace and multiple spatial subspaces to cluster the
pixels in an observation window that comprises multiple frames and is shifted
along the video volume. In order to initialize new frames the spatial centers of
the superpixels are propagated into a new frame similarly to [19].

Although [16] provides a mostly temporally stable segmentation it falls be-
hind the more recent approaches of [17] and [18] with respect to the duration
of the spatio-temporal segments. However, the latter two algorithms |each to
some extent| fail to produce segmentations with a steady spatial constellation
of the superpixels over time. Hence, in this work we introduce a novel method for
superpixels on video content. We utilize the main ideas of [18] to maximize the
length of the spatio-temporal segments and introduce new techniques to gener-
ate a temporally more stable segmentation. The key contributions of this paper
are the following: (i) we propose a fully contour-based approach for superpix-
els on video sequences, which is expressed in an expectation-maximization (EM)
framework, and generates superpixels that are spatially coherent and temporally
consistent. (ii) We utilize an e�cient label propagation using backward optical

ow in order to encourage the preservation of superpixel shapes when appro-
priate. Finally, (iii) we present superior results comparing our approach against
the state of the art using the established benchmark suites [24,25].

The remainder of the work is organized as follows: In Section 2, we discuss
the details of our approach and present the experimental results comparing it to
the state of the art using the established benchmark suites in Section 3. Section 4
concludes this paper.

2 Superpixels for Video Content

Our algorithm is based on an analysis of the approach proposed in [18], entitled
Temporally Consistent Superpixel (TCS). Thus, before we discuss our algorithm
in Section 2.2, we will shortly summarize the main ideas of TCS.
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2.1 Temporally Consistent Superpixels in a Nutshell

In general, TCS performs an energy-minimizing clustering using a multi-dimen-
sional feature space. For the clustering, the feature-space is separated into a
global color subspace and multiple local spatial subspaces.

More speci�cally, the energy-minimizing framework used in TCS clusters pix-
els based on their �ve dimensional feature vector

�
l a b x y

�
. Each vector contains

the three color values
�
l a b

�
in CIELAB-color space and the pixels coordinates�

x y
�
. In order to capture the temporal connections between superpixels in suc-

cessive frames, the clustering is performed over an observation window spanning
K frames. The separated feature space is realized in the following way. Each clus-
ter center represents one temporal superpixel. A cluster center consists of one
color center for the complete observation window and multiple spatial centers
with one for each observed frame.1

While processing the video volume the observation window is shifted in steps
of one frame along the timeline. After each step an optimal set of cluster centers
�opt is obtained. The mapping of the pixels inside the observation window to
these cluster centers is denoted as �opt. An energy function (1) is de�ned, which
sums up the energies necessary to assign a pixel at position x; y in frame k to a
cluster center � 2 �opt. This assignment or mapping is here denoted by �x;y;k.

Etotal =
X
k

X
x;y

(1� �)Ec(x; y; k; �x;y;k) + �Es(x; y; k; �x;y;k) (1)

The energy needed for an assignment is the weighted sum of a color depen-
dent energy Ec(x; y; k; �x;y;k) and a spatial energy Es(x; y; k; �x;y;k). Both en-
ergy terms are proportional to the Euclidean distance in color space and image
plane, respectively. The trade-o� between color-sensitivity and spatial compact-
ness is controlled by a weighting factor �, which has a range between 0 (fully
color-sensitive) and 1 (fully compact). Thereby, � = 1 results in Voronoi cells.
The energy function is minimized using an iterative optimization scheme, which
can be viewed as an EM approach.

In the expectation-step (E-step) of iteration l+1 a new estimation of the
optimal mapping, here denoted as �̂l+1x;y;k, is determined, which minimizes (1)

based on the estimation of the optimal set of cluster centers �̂l
opt calculated in

the maximization-step (M-step) of iteration l.
After that, the estimation of the optimal set of cluster centers �̂l+1

opt is up-
dated in the M-step of iteration l+1 given the updated mapping by calculating
the mean color and mean spatial values of the assigned pixels. The alternation
of the two steps continues until the energy (1) drops below a speci�c bound or
a �xed number of iterations is performed. In the hybrid clustering proposed for
TCS, only the KF <K most future frames in the observation window are reas-
signed during the optimization. For the remaining K�KF frames the determined
mapping is kept in order to preserve the color clustering found.

1 The underlying assumption is that a temporal superpixel should share the same
color in successive frames but not necessarily the same position.
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(a) (b) (c)

Fig. 2. The three sub�gures exemplarily show pixels between two superpixels
(green and blue). If the centered pixel (colored orange in (b)) changes its as-
signment, the two pixels on its right lose connection to the green superpixel and
thus they would be split-o� from the main mass (as shown exemplarily in (c)).
Therefore no assignment change is performed in situations like these.

While shifting the observation window new frames entering the window need
to be initialized. In TCS this is done by projecting each spatial center of the
most future frame into the new frame in the direction of the weighted average
of the dense optical 
ow calculated over the corresponding superpixel.

2.2 Superpixels for Video Content Using a Contour-based EM

Optimization

Revisiting the ideas of TCS, we made the following two observations: (a) In
order to achieve a higher run-time performance the initial energy-minimizing
clustering and the contour-based post processing are separated steps. Thereby,
the shape of the superpixels can change completely in each iteration. (b) New
frames added to the observation window are initialized by propagating only the
spatial centers of the preceding frame into the new frame. As a consequence, the
shape information obtained in the frames before is discarded. These observations
lead to our two proposals.

Firstly, we employ the optimization scheme, proposed by [26] for still images,
to optimize the energy function (1). This means that only pixels at a contour of
a superpixel, so called contour pixels, can change their assignment to a cluster.
A contour pixel at position x; y has at least one pixel in its 4-connected neigh-
borhood N 4

x;y, which is assigned to a di�erent cluster, i.e. a temporal superpixel,
or is unassigned. The occurrence of unassigned pixels and their handling is de-
scribed in detail below. Moreover, the assignment of a contour pixel can only
be changed to one of the clusters of the pixels in N 4

x;y as proposed by [26]. The
E-step of the optimization can be expressed as

�̂l+1
x;y;k = argmin

�̂l
~x;~y;k

:~x;~y2(N 4
x;y[x;y)

(1��)Ec(x; y; k; �̂
l
~x;~y;k)+�Es(x; y; k; �̂

l
~x;~y;k) 8x; y2C

l
k

(2)
where Clk is the set of contour pixels after iteration step l in frame k. The opti-
mization is done for the KF most future frames in the observation window. The
M-step remains unmodi�ed. The optimization can be terminated if there are no
further assignment changes for the contour pixels or if a maximum number of
iterations has been reached.
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k k+1

(a)

k k+1

(b)

k k+1

(c)

Fig. 3. Possible variations of superpixel label propagation to new frames: (a)
The whole superpixel is shifted by the mean optical forward 
ow, (b) each label
is propagated using a dense optical forward 
ow and (c) for each pixel in the new
frame the label is looked up at a position determined by the optical backward

ow. For case (c) no collisions can occur as for each pixel position only one label
is looked up in the previous frame. Gaps can not occur as the optical backward

ow vector are cropped when pointing outside the valid image area.

In addition to the description above, there are two constraints. (a) An as-
signment change is only done if the spatial coherency of the superpixels is guar-
anteed. This constraint prevents that fragments of a temporal superpixel are
split-o� during the optimization, as shown in Fig. 2 (See [27] for more details
on this constraint). (b) A newly proposed constraint a�ects unassigned contour
pixels. These are assigned to the cluster of one of its adjacent pixels based on (2).
As a consequence, the additional post-processing step required in TCS [18] to
ensure the spatial coherency is not necessary and can be omitted.

Secondly, we propose to transfer the whole shape of the superpixels to the new
frame to be initialized leveraging optical 
ow information unlike the approach
described in [17]. This helps to preserve the shape information as well as the
superpixel constellation obtained in previous frames. There are several ways to
realize such an initialization of the new frames. One could be the shift of the
complete superpixel label using the mean optical 
ow as depicted in Fig. 3a. An
alternative would be the usage of a dense optical 
ow predicted for each pixel of
the superpixel. Thus, the superpixel label is propagated into the new frame as
shown in Fig. 3b.

These two options have the following drawback: If two superpixels propagated
into the new frame overlap, it is necessary to detect collisions. In addition, it is
possible that there are unassigned parts in the frame that need to be initialized
if e.g. adjacent superpixels are moved away from each other, resulting in a gap
between the superpixels. Both cases are illustrated in Fig. 4 and apply in the
same manner to the shifting of pixels by a dense optical forward 
ow.

To prevent these problems, we propose to use a dense optical backward 
ow,
which is computed from the frame entering the observation window k+1 to the
preceding frame k in the window. The initial mapping of pixels to cluster centers
of the new frame k + 1 denoted as �̂initx;y;k+1 can be deduced from the mapping
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k k+1

Fig. 4. Problems that can occur when propagating whole superpixels by mean
optical 
ow from frame k to frame k+1: Moving adjacent superpixels in oppo-
site directions produces gaps (cyan) while a movement toward each other leads
to overlapping areas (dark blue). This also applies in the same manner to the
propagation of pixels by a dense optical forward 
ow.

for frame k (after L iteration steps) as follows:

�̂initx;y;k+1 = �̂Lx+u;y+v;k; (3)

where u and v are the optical backward 
ow components, which are rounded
to the nearest integer for the horizontal and vertical direction. Additionally, the
components are clipped if pointing outside of the valid image area

By using this approach no collisions have to be detected as for each pixel po-
sition only one label is determined eliminating the possibility of collisions. Gaps
do not occur as the optical backward vectors are cropped if pointing outside the
valid image area. The only issue left, which also exists for the both cases using
optical forward 
ow, is that the propagated superpixels can be fragmented, i.e.
they are not spatially coherent. In that case, the largest fragment is determined
and the others are set to unassigned. These are handled in the E-step of the opti-
mization, as they are part of the contour pixels. The �rst frame to be segmented
is initialized with non-overlapping rectangles of equal size.

In [18] a heuristic was introduced to encounter structural changes in the
video volume, which are e.g. occlusions, disocclusions, and objects approaching
the camera as well as zooming. The decision to split or terminate a temporal
superpixel was made based on a linear growth assumption of the superpixel size.
Additionally, a separate balancing step was performed to keep the number of
superpixels per frame constant. We replaced these two steps with a single one
by introducing an upper and lower bound for the superpixel size. Superpixels
that are larger than the upper bound are split. The ones that are smaller than
the lower bound are terminated. These bounds are coupled to the number of
superpixels initially speci�ed by the user. Thus, the user de�nes a minimum and
maximum number of superpixel per frame Nmin and Nmax, respectively. Based
on that, the upper and lower bound Alow and Aup are set as follows

Alow =
jP j

Nmax

and Aup =
jP j

Nmin

(4)

where jP j is the number of pixels per frame. In our implementation we speci�ed
a number of superpixels N and set Nmin and Nmax to 1

2N and 2N .
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3 Experimental Results

In this section, we evaluate the quantitative performance of the proposed ap-
proach using standard benchmark metrics. Additionally, we present qualitative
results and compare the approach to state of the art supervoxel and superpixel
approaches for video content. For the experiments we set a �xed � of 0:96, a win-
dow size of K = 15 and performed L = 5 EM-iterations.2 We used the datasets
provided by [28] and [29]. The �rst dataset provides 40 training and 60 test se-
quences of up to 121 frames. A multi-label ground truth segmentation is made
available by [30] including four segmentations for every twentieth frame. We use
the half-HD version of the dataset and show the results for the test sequences.
The second dataset provides 8 video sequences of around 80 frames including
a single multi-label ground truth segmentation for every frame. The results are
shown as mean values calculated over each dataset separately. To create them
we use version 3.0 of LIBSVX originally published in [24] as well as the code
provided by [25]. Our current MATLAB implementation processes 3 to 4 video
frames (in an HD-ready resolution) per minute including the optical 
ow calcu-
lation and N = 3000 superpixels. Thereby, it should be noted that the current
version is only moderately optimized with respect to the runtime-performance.

3.1 Metrics and Baseline

As the quality of the spatio-temporal segmentation is as important as the quality
of the segmentation on frame level, we considered the following set of supervoxel
and superpixel benchmark metrics that we will review brie
y below. For a more
thorough explanation please refer to [24,21,31,32]. The �rst four metrics are
tailored to the evaluation of supervoxel and video segmentation algorithms and
indicate the quality of the spatio-temporal segmentation. The last two metrics
are suitable for evaluating the image segmentation quality on frame level.

3D Undersegmentation Error (UE ): This metric proposed by [24] counts
the number of voxels bleeding out of the ground truth segmentation volume. For
a given segmentation with non-overlapping segments s1; s2; :::; sM and a ground
truth segment gn the 3D undersegmentation error is calculated as follows

UE(gn) =

hP
(smjsm\gn 6=;)

jsmj
i
� jgnj

jgnj
: (5)

Here jsmj denotes the number of voxels of the segment. The error is then averaged
over all ground truth segments.

3D Segmentation Accuracy (SA): Also proposed in [24] the 3D segmenta-
tion accuracy denotes the fraction of the video volume that can be reproduced by
the segmentation's overlap with the ground truth segments if for each segment
only the overlap with a single ground truth segment is counted. Therefore, the

2 The changes after 5 iterations are only marginal. It should be noted that the bound-
ary can move more than 1 pixel per iteration.
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segments are assigned to the ground truth segment, for which it has the maxi-
mum overlap with, and then just the overlap of the segments with its assigned
ground truth segment is counted.

SA =
1

N

NX
n=1

P
o2On

(jso \ gnj)

jgnj
(6)

Where N is the number of ground truth segments and On is the set of segments
so assigned to gn.

Average Temporal Length: This metric was introduced in [21] for measur-
ing the ability to track regions over time by calculating the mean duration of the
spatio-temporal segments. This metric always has to be evaluated in conjunction
with a metric like 3D segmentation accuracy or undersegmentation error as a
long temporal segment duration is only valuable together with a high quality
spatio-temporal segmentation.

Explained Variation (EV ): This metric was proposed in [31] and indi-
cates how well the original information can be represented with a given over-
segmentation as a representation of lower detail.

2D Boundary Recall (BR): The 2D boundary recall measures the fraction
of the boundary annotated in the ground truth that is covered by a superpixel
boundary. A ground truth boundary pixel is counted as covered if a superpixel
boundary is within the pixel-distance �, which is set to 1 for our experiments.

Variance of Area (VoA): In [32] the variance of area was proposed as a
metric for the homogeneity of superpixels sizes and is calculated for a frame k
as follows

VoA(k) = var

�
Am;k

�Ak

�
: (7)

Am;k is the area of a superpixel in frame k belonging to a supervoxel m and �Ak

is the mean superpixel area in frame k.

In [16] the 3D benchmark metrics like UE and SA are plotted over the average
number of superpixels per frame arguing that di�erent video length and content
require in general a di�erent number of supervoxels. We will plot only the BR and
VoA over the average number of superpixels per frame as otherwise the temporal
consistency of the spatio-temporal segmentation is not taken into consideration
at all in the 3D metrics. We think it is reasonable to plot the metrics over the
number of supervoxels as long as the number of frames in the sequences used is
not deviating too much.

3.2 Quantitative Evaluation

The baseline (BL) for the following experiments is [18] with the slight modi�-
cation that for the optical 
ow [33] is used instead of [34]. First we successively
show the impact of our contributions that were added to the baseline version: the
contour-based optimization scheme in an EM framework (CE), label propagation
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Fig. 5. Benchmark results on the dataset from [29] for the baseline implemen-
tation and our contributions. Please note that the 2D boundary recall and the
variance of area are plotted over the average number of superpixels per frame
and not over the number of supervoxels as in the other diagrams.

for initialization using the optical backward 
ow (BP) as well as the simpli�ed
handling of structural changes, i.e. the splitting and termination of superpixels
based on a minimal and maximal number of superpixels (MM). As the contour-
based optimization requires label propagation, the results for CE alone cannot
be presented, only in combination with the optical 
ow backward propagation
(BP). For each contribution, we performed several segmentations of the video
sequences provided by [29] using a range of desired superpixels per frame (result-
ing in di�erent numbers of supervoxels) and used the aforementioned metrics on
the segmentations. The results are shown in Fig. 5.

It is evident that MM and BP alone and their combination (MM+BP) have
virtually no e�ect on the UE, SA, EV and BR compared to the baseline (BL).
Only a slight degradation for small numbers of supervoxels for UE, SA and EV
can be noticed. In addition, MM reduces the average temporal length while at the
same time VoA is improved. This can be explained with the fact that the baseline
(BL) allows for smaller superpixels. Again, BP alone achieves nearly identical
results as the baseline for the average temporal length as well as VoA. The
improvements are achieved with the introduction of CE. Nearly for all metrics
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Fig. 6. Example for a challenging segmentation task with low contrast and high
motion. Top row shows the original sequence with a marked area magni�ed in the
rows below. For the two lower rows a full segmentation was performed with the
baseline approach (BL, middle) and the proposed approach (BL+BP+CE+MM,
bottom). Only a subset of superpixels is shown, which was manually selected
and colored. Same color means temporal connectedness. In the middle row the
superpixels are torn away by the motion introduced by the camera panning,
while they keep their position and constellation for the proposed approach.

improved results are obtained, especially for higher numbers of supervoxels. Only
the BR is slightly impaired. This highlights the positive impact of the contour-
based optimization approach that it can achieve in combination with the e�cient
label propagation using optical backward 
ow.

3.3 Qualitative Evaluation

Temporal superpixels should cover corresponding image regions over time. Hence,
their spatial constellation should not change if they cover a nearly rigidly moving
object. Although this seems to be an easy task to accomplish, Fig. 6 shows an
example of a scene likely to be found in natural video sequences were previous
approaches fail. The top row shows the original sequence. The region of inter-
est including low contrast (street light, trees) and high motion (bus, 
owers) is
marked with a red rectangle and cropped in the rows below. The marked su-
perpixels in the middle row are taken from the segmentation produced by the
baseline approach (BL) from Sec. 3.2. The superpixels in the lower row were
taken from a segmentation with our proposed approach (BL+BP+CE+MM). It
can be seen that, while both approaches use the same optical 
ow algorithm,
the baseline approach has an issue with keeping the superpixels to their initial
positions. Even in the area with higher contrast (
owers) the superpixels change
their position from frame to frame in an unpredictable way. In the bottom row,
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Fig. 7. Results generated by our algorithm showing the segmentation quality
and temporal stability. For each sequence a full superpixel segmentation was
performed and a subset of superpixels was manually selected in one frame (not
necessarily in the �rst frame). Same color means temporal connectedness.

showing the result of our proposed approach, the superpixels stick to their origi-
nal positions. While this is only a single example picked out for illustration, this
behavior can be observed in other sequences and is also common for supervoxel
methods. It should also be noted that present established benchmark metrics do
not capture these kinds of errors as the jumping superpixels often stay within
the same ground truth label and therefore do not have a negative impact on
metrics like undersegmentation error or segmentation accuracy.

In Fig. 7 additional qualitative results are shown. The upper row of images
shows equally spaced frames from a subsequence spanning 40 frames of an un-
steady hand camera shot. Despite the shaking camera, the superpixel formation
sticks close to their initial positions. The second row illustrates the performance
of our approach for non-rigid motion. The sequence shown in the third row spans
69 frames of a sequence with high motion blur noticeable e.g. in the second im-
age. It should be noted that the last two images reveal the limits of the approach
as some superpixels are misled and switch to the car that is overtaken by the
motorcycle.

3.4 Comparison to State of The Art Algorithms

In this section we compare our �nal approach to four state of the art algo-
rithms producing supervoxels or temporally consistent superpixels. We compare
our approach to StreamGBH published in [21], which is the only representative
of the class of supervoxel algorithms. Furthermore, we compare it against the
superpixel approaches Temporally Consistent Superpixel (TCS) [18], Temporal
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Fig. 8. Benchmark results for the dataset from [29] for state of the art supervoxel
and superpixel algorithms for video content. Please note that the 2D boundary
recall and the variance of area are plotted over the average number of superpixels
per frame. Higher values are better except for the 3D undersegmentation error
and variance of area.

Superpixels (TSP) [16] and OnlineVideoSeeds [17]. For StreamGBH, TSP, and
OnlineVideoSeeds, the source code of the algorithms was publicly available. We
used the sources from the authors' websites to produce the following results. For
TCS, we used the original version that was the basis for [18]. Whenever possible,
the parameters were set as mentioned in the authors' publications or documen-
tation. For the dataset [29], the benchmarks results are depicted in Fig. 8 and
for the dataset [28] with ground truth segmentations from [30] results are shown
in Fig. 9.

For [29] our algorithm performs best in UE and VoA and is also slightly
better in SA for higher numbers of supervoxels while performing worst in BR
with comparable results to TCS (see Fig. 8). On the second dataset, which is
much larger and more diverse, our method performs best in SA, EV as well as
VoA and for higher numbers of supervoxels also in UE (see Fig. 9). The unusual
behavior of OnlineVideoSeeds for UE may have its roots in the code provided
by the authors. The number of histogram bins is hard coded for several �xed
numbers of superpixels, which may not work well on the dataset provided by [28],
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Fig. 9. Results generated for the dataset provided by [28] including scenes with
diverse types of camera motion, motion blurring and non-rigid-motion. Please
note the di�erent abscissa. Higher values are better except for the 3D underseg-
mentation error and variance of area.

as it is has a higher resolution and is more complex than [29]. In the VoA diagram
of Fig. 9 the graphs of StreamGBH and OnlineVideoSeeds rise approximately
linearly to a VoA of 18:4 and 7:9, respectively, for 2000 superpixels per frame.

4 Conclusion

We presented a novel, contour-based approach to generate temporally consistent
superpixels for video content. It is based on an EM framework performing the
optimization only on the pixels at the superpixel boundaries and leverages the
optical backward 
ow for the propagation of superpixel labels for the initializa-
tion of new frames. In combination both contributions help to preserve super-
pixel shapes over multiple frames leading to a steady and accurate superpixel
constellation. The evaluation on standard benchmarks shows that our approach
outperforms or produces comparable results to state of the art supervoxel and
temporal superpixel approaches, even on datasets with di�erent kinds of camera
movement, non-rigid motion, and motion blur.
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