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Abstract— ViPiD is a complete framework for audio and 3D
video capturing of one or several moving persons as well as
the creation of 3D person models for intuitive dialog systems.
Therefore we are setting up a multi-camera environment for 3D
scene analysis, incorporating aspects such as 3D/4D reconstruc-
tion, motion estimation, virtual camera integration, coding of
time variant 3D meshes and free viewpoint video.

I. I NTRODUCTION

Free viewpoint video is one of the major research fields
in terms of convergence of computer graphics and computer
vision. It is especially related to threedimensional television.
We propose an architecture essentially consisting of a multi-
camera system of 24 cameras and a stereoscopic display. The
motion capturing process, which is concentrated on one or
more moving foreground objects, will be done in a marker-
free fashion.

This paper is structured as follows: Section II describes the
overall system architecture including the cameras, synchro-
nization, network architecture and the configurable cabin and
chromatte background. Section III explains the algorithmsto
generate the virtual 3D person models.

A. Related Work

Many multi-camera systems have been built up in the past
including appropriate software for acquisition, reconstruction,
coding and rendering purposes, for instance at the Max-
Planck-Institut für Informatik in Saarbrücken ([1], [2], [3], [4],
[5]), at the ETH Zurich ([6], [7], [8], [9]), at the Microsoft
Interactive Visual Media Group [10] and at the Stanford
university [11].

II. SYSTEM ARCHITECTURE

A. Cameras

As depicted in Figure 1, the core of the multi-camera system
is formed by 20 Prosilica EC1380C FireWire cameras, which
are connected to 5 linux-driven servers, PS1 to PS5, by PCI-
X 1394b/FireWire QuikFire iDT804PCI host adapters, with 4
external connectors. The cameras are equipped with Schneider
CNG 1,4/8-0512, CM120 Cinegon lenses.

Additionally, we have two Thomson LDK6000MKII HD-
cameras with Canon YJ12x6,5BKRS lenses and two Canon
XL H1 HD/SD-cameras.

Fig. 1. Block diagram of the system architecture

B. Synchronization by external triggering

The FireWire cameras, as well as the HD/SD cameras, can
be triggered externally, making network synchronization by
FireWire or Ethernet obsolete. The trigger itself is a con-
figurable frequency/impulse generator. An additional Kramer
Blackburstgenerator enables the FireWire cameras to be syn-
chronized together with the HD and SD cameras to extend the
multi-camera system to 24 cameras.

C. Network architecture

Each of the five servers connected to the FireWire cameras
has the following specifications: Dual Opteron 265 Dual-
Core with 1.8GHz, 2GB RAM, eight hard drives with 250GB
SATA configured as RAID0, one NX7800GTX PCIe graphics
card and one 2GBit Fiber Channel Controller. Server PS1 is
connected to one DVS Near-Line 4.0TB, 16x SATA HDD
offline storage via two Fiber Channel connectors.

The two HD and two HD/SD cameras are connected to four
Windows-driven servers, DVS1 to DVS4, with the following
specifications: ProntoHD-SAN, Dual Xeon 3GHz, 2GB RAM
and internal hard drive with 150GB. Two FC-SAN 16x70GB
FC-HDD RAID0 offline storages are connected to the DVS-
servers.

The five PS-servers and the DVS servers are connected to



a Gigaethernet Baseline-Switch to link each other and the rest
of the workstations in the institute’s linux cluster.

Using all cameras simultaneously in a 1K-resolution
(1360x768) with 25 fps, the recording capacity of all storages
summed up is around 102 minutes of uncompressed color
video material. 143 minutes can be recorded when using one
HD-camera in 1080p mode with 29.98 fps and 12 bit color
resolution using the two FC-SAN offline storages (178 minutes
with 24 fps).

D. Configurable cabin and chromatte background

Such a multi-camera environment must be flexible, in order
to arrange several different setups. Our setup consists of twelve
wall segments. The segments can be configured e.g. enclosing
a rectangle with3× 3 segments (i.e. 5 m× 5 m) in size (Fig.
3). Another setup is a circular arrangement of the cabin with
approximately 5 m diameter.
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Fig. 3. Top view of two sample setups of the cabin

Figure 2 shows important aspects of our environment. The
rendered image depicts the circular setup. Cameras can be
mounted flexibly in different positions as the left part of
the image indicates. Yellow arrows show possible mounting
points. In order to not restrict the vertical position of the
camera in the center (emphasized in red), wall elementsE1

and E2 can be turned by 90 degrees. Thus, free horizontal
movement is possible (Fig. 4).
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Fig. 4. Possible mount positions (green arrows) for cameras. Wall
elementsE1 and E2 can be turned by 90 degrees to either allow
vertical or horizontal flexibility of camera in the center.

Each of the wall segments consists of an aluminum frame
and three wooden elements (E1, E2, E3). Two setups (blue

and red) are possible in order to allow free vertical (blue) or
horizontal (red) movement of the centrally mounted camera.

The magnified area at the bottom left of Figure 2 shows the
camera mount in detail. The installation allows all three rota-
tory degrees of freedom. The rotational axes of the attachment
are denoted by the yellow lines.

A major problem when focusing on 3D reconstruction
of objects is segmentation. The object has to be separated
from the background. We address this problem by using a
special cloth that covers the cabin elements. This so called
Chromatte

TM
can be seen in the left part of Figure 2 (dark

grey cloth). In the final setup, the cloths of the elements are
connected by VelcroR© fastener.

Illumination of the Chromatte
TM

with green LEDs causes re-
flection only in the direction of the incoming light. Therefore,
each camera is equipped with a ring of LEDs (see second
magnification) to yield optimal background reflection.

The effect is shown in the pictures at the bottom right.
Scattered light is reduced resulting in reliable segmentation.

E. Treadmill

The space to perform movement is limited to 5x5 meters in
the basic configuration. Since the focus range of our FireWire
cameras does not exceed 2 meters, we simulate movements
with a treadmill placed into the center of the cabin. The
movements are especially related to those of a walking or
running person.

F. Miscellaneous

An Eyegaze Analysis System with a binocular eyetracking
extension and the NYAN - eyegaze analysis suite is used to
make subjective tests on image, video and 3D quality.

Audio capturing is done with four AudioTechnica AT835b
microphones and one Sennheiser Bodypac wireless micro-
phone. A M-Audio Fast Trak Pro USB-Audio Device, an
Analog-AES/EBU Mindprint AN/DI Pro Audio A/D Con-
verter and a Mutec MC1.1 digital audio format converter, will
do the necessary audio conversions.

The recordings of the HD and SD cameras can be inspected
with a Sony BVM-2016P 20” RGB Y/C SD-Monitor, a JVC
DT-V1910CG SDI-Monitor and a Viewfinder. The results can
be displayed on a stereo projection BlackScreen XPR3/3D.

III. G ENERATION OFV IRTUAL 3D PERSONS

The generation of the virtual 3D persons will be made in
several steps that are described in the following and depicted
in Figure 5.

A. Multi-camera calibration

To enable metric reconstruction of 3D scenes, camera cali-
bration is an important issue. Since calibration has to be done
for the whole working volume, classical calibration patterns
are not well suited for this task. We use a freely available soft-
ware for multi-camera calibration [12]. Moving a point light
within the working volume is used to simultaneously calibrate
all cameras. Ihrke et al. [13] describe another approach, using
a bright ball as reference object for calibration.
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Fig. 2. This figure shows the assembly of our multi-camera environment. The final setup is depicted by the rendered picture. The left image
shows the actual construction, emphasizing the flexibly mounted cameras andChromatte

TM
cloth, improving segmentation (bottom right).

The point light is detected in each frame of the calibration
sequence. Projection matrices and vectors of the projected
points in 3D space compose the so calledscaled measurement
matrix. By utilizing the known projections and filling up
missing points due to occlusion, the scaled measurement
matrix can be factorized to obtain camera projection matrices.

B. Video Preprocessing

The chroma keying, segmentation, color calibration, radial
undistortion and depth/disparity estimation will be done in the
vertex and fragment shaders of the 7800GTX graphics cards
additionally to CPU solutions to reduce the entire processing
time. The shading language used will be GLSL.

The chroma keying step simplifies to thresholding in color
space due to the usage of Chromatte

TM
which immediately

yields the segmentation as an alpha mask or video data
augmented by an alpha channel. Potential discoloring at the
foreground borders is expected to be minimal but will be
further reduced by despilling routines.

The different cameras have differing color response func-
tions. To avoid color inconsistencies that would lead to texture
artifacts on the 3D-models a color calibration for the different
views will be applied. For this color calibration an approach
similar to [14] will be used deploying linear least squares
matching, rgb to rgb transforms or even general polynomial
transforms directly on the color distributions. This process
can be aided by the usage of color patterns such as the
GretagMacbeth [15] ColorChecker

TM
providing well defined

colors.

C. Shape-from-silhouette and depth maps

The result of the video preprocessing step consists of
one or more segmented foreground objects, which can be
processed by classical shape-from-silhouette techniques, to
obtain 3D models as triangulated surfaces [16]. Silhouette
intersection gives a very coarse representation of the objects.
Mesh closeness can be further enhanced by applying dense
depth map results to the silhouette to ”carve out” concavities
[17].

D. Time-consistent dynamic 3D mesh generation and coding

Reconstruction will first be done statically producing one
single 3D mesh for every time step. These meshes will have
different connectivity from one time step to the next one. For
coding and streaming purposes, these meshes are converted
to dynamic mesh sequences with constant connectivity, to re-
duce bitrates. This time-consistency is achieved by combining
feature point matching and tracking together, with a multi-
view optical flow variant to obtain three-dimensional scene
flow as proposed in [18] and mesh parameterizations (compare
e.g. [19], [20], [21]), to perform the remeshing of current,
with already existing, connectivity. Dynamic mesh coding is
finally done with an existing connectivity-guided predictive
compression scheme [22].

E. Multi-view texturing and dynamic surface light fields

To get realistic results, the dynamic mesh sequences will be
textured in a multi-view fashion. These textures can be further
enhanced by deploying dynamic surface light fields proposed
in [23]. In this case, the plenoptic function consists of time



Fig. 5. Flow chart of the algorithms

varying rays emanating from surface points. To keep storage
consumption controllable, a coarsification of the 3D mesh will
be used as a base domain.
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