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Abstract. We consider multiview video compression:
the problem of jointly compressing multiple views of a
scene recorded by different cameras. To take advantage
of the correlation between views, we compare the per-
formance of disparity compensated view prediction and
view synthesis prediction to independent coding of all
views using H.264/AVC. The proposed view synthesis
prediction technique works by first synthesizing a vir-
tual version of each view using previously encoded views
and using the virtual view as a reference for predictive
coding. We present experimental coding results show-
ing that view synthesis prediction has the potential to
perform significantly better than both disparity com-
pensated view prediction and independent coding of all
views.

Index Terms view synthesis, view interpolation, mul-
tiview video compression, H.264/AVC

1 Introduction

Advances in display and camera technology make
recording a single scene with multiple video sig-
nals attractive. While there are many applications
of such multiview video sequences including free
viewpoint video [1], three dimensional displays [2,
3] and high performance imaging [4], the dramatic
increase in the bandwidth of such data makes com-
pression especially important. Consequently, there
is increasing interest in exploiting the inherent cor-
relation in multiview video through disparity com-
pensated prediction [5, 6], mesh-based view predic-
tion [7], wavelet transforms, and related techniques.
In response to recent advances in coding technology
and the emerging applications for multiview video,
MPEG has recently issued a Call for Proposals on
multiview video coding [8].

The main issue in any multiview compression al-
gorithm is how to predict the signal in a given cam-
era from one or more neighbors. Most existing mul-
tiview compression systems work without any ex-
plicit knowledge of the camera parameters and ap-
ply local or global translations to predict a given
block in the target from one or more references.

The advantage of this approach is that it can reuse
many of the same tools as traditional temporal mo-
tion compensated prediction. But the correlations
between frames captured at the same time in differ-
ent cameras may be quite different from frames cap-
tured in the same camera at different times. Specif-
ically, while block translation is a good model for
predicting temporally adjacent frames, it is less ac-
curate for predicting spatially adjacent frames be-
cause the disparity of an object in one frame relative
to another depends on the distance of the object to
the camera (i.e., the object depth), as well as the
camera and scene geometry.

As illustrated in Fig. 1, we explore whether
knowing the camera and scene geometry can im-
prove prediction (and hence compression perfor-
mance) of a given camera from its neighbors. Specif-
ically, we compare the rate-distortion performance
of H.264/AVC to two different H.264/AVC multi-
view codecs using disparity compensated prediction
and view synthesis prediction. The former adds the
ability to use a previously encoded frame from other
cameras as a prediction reference in addition to con-
ventional temporal prediction. The latter adds the
ability to synthesize a virtual version of the frame to
be encoded from previously encoded frames of other
cameras and uses the virtual frame as a prediction
reference. Furthermore, in studying view synthesis
prediction, we also compare performance when syn-
thesis correction vectors are allowed to correct for
slight inaccuracies in the camera parameters.

This paper is organized as follows. After describ-
ing disparity compensated prediction and the pro-
posed view synthesis prediction tools in Section 2,
we present experimental results in Section 3 and
close with some concluding remarks in 4.

2 Prediction Tools

2.1 Disparity Compensated Prediction

In the following we describe the disparity compen-
sated view prediction (DCVP) method that is used
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Fig. 1. Diagram of multiview prediction tools explored
in this paper. In disparity compensated view prediction,
a frame at time ¢ in camera c is predicted from another
frame at time ¢ in camera ¢’. In view synthesis predic-
tion, a virtual version of frame ¢ in camera c is synthe-
sized from frame ¢ in camera ¢’ using camera parameters
and depth information. The synthesized frame is then
used as a prediction reference.

in our system. We define I[c, t, z,y| as the intensity
of the pixel in camera c at time ¢ at pixel coordi-
nates (z,y). With conventional temporal prediction
for each camera ¢, frame ¢ in sequence c is typi-
cally predicted only from other frames in sequence
c. With DCVP, for each ¢, the value of I[c,t,z,y]
may also be predicted from other cameras (i.e.,
from I[d,t,& — my,y — my| where (mg,my) is a
disparity vector computed in a blockwise manner
and I[¢/,t, z,y] is a frame from an already encoded
sequence from another camera). One natural cam-
era prediction structure is the sequential structure
where I[e,t,z,y] is predicted from I[c — 1,¢,z,y],
which is analogous to the IPPP Group of Pictures
(GOP) structure in conventional temporal coding.
Other camera prediction structures are also possi-
ble and may be better depending on the camera
geometry.

2.2 View Synthesis Prediction

While DCVP provides improvements over pure tem-
poral prediction, it does not take advantage of some
essential features of multiview video. First, while
temporal motion can be accurately modeled using
translational motion compensation, the differences
between multiple views of a scene usually cannot.
For example, in moving from one camera to another

the disparity in the screen pixel coordinates of an
object between cameras will depend on the depth of
the object. Objects closer to the camera will move
much more than objects that are far from the cam-
era. Also, effects such as rotations, zooms, or differ-
ent intrinsic camera properties are often difficult to
model using pure translational motion compensa-
tion. Finally, since many applications of multiview
video such as 3D displays or free viewpoint video
require accurate camera parameters, this informa-
tion is often available at encoding time and should
ideally be used to improve compression.

As illustrated in Fig. 1, we exploit these features
of multiview video by synthesizing a virtual view
from previously encoded views and then perform-
ing predictive coding using the synthesized views.
Specifically, for each ¢, we first synthesize a virtual
frame f[c, t,x,y] based on the on the unstructured
lumigraph rendering technique of Buehler et al. [9]
(described in more detail shortly) and then use dis-
parity compensated view prediction as described in
Section 2.1 to predictively encode the current se-
quence using the synthesized view.

To synthesize 1 [e,t, x, y], we require a depth map
Dle, t, z,y] that describes how far the object corre-
sponding to pixel (z,y) is from camera ¢ at time ¢,
as well as an intrinsic matrix A(c), rotation matrix
R(c), and a translation vector T'(c¢) describing the
location of camera c relative to some global coordi-
nate system. Using these quantities, we can apply
the well-known pinhole camera model to project the
pixel location (x,y) into world coordinates [u, v, w]
via

[uu v, w] = R(C) : A_l(c) : [‘Tu Y, 1] : D[Cu t,x,y]
+T(c). (1)
As a further refinement to (1), we can apply a
small synthesis correction (ay 4, 8z,y) to each block
of original pixel locations to correct for slight inac-
curacies in the camera parameters. With the synthe-
sis correction, the world coordinates are computed
as

[u,v,w] = R(c) - A7*(c)

: [«T — Oy, Y — ﬁw,yv 1] : D[C,t, ;v,y] + T(C)' (2)

Next, the world coordinates are mapped into the
target coordinates [z/,y, 2] of the frame in camera
¢’ which we wish to predict from via

[y, 21 = A() - R (c) - {[u, v, w] = T(c)}. (3)



Finally, to obtain a pixel location, the target
coordinates are converted to homogeneous form
[#'/2',y'/2',1] and the intensity for pixel location
(z,y) in the synthesized frame is I[c,t,z,y] =
Iid t, 2" /2,y ]2

2.3 Depth Maps

An important issue in view synthesis is computing,
coding, and transmitting accurate depth maps. In
many scenarios such as free viewpoint video and 3D
displays, such depths maps may be required as part
of the application itself and can therefore be used in
the compression process without requiring any extra
coding overhead or computational effort. In general,
however, one must both obtain the required depth
maps and define a method for the encoder to convey
them to the decoder.

Depth maps were not available for most of the
multiview test sequences in the MPEG Call for
Proposals [8]. For sequences where depth maps ob-
tained using computer vision techniques were avail-
able (i.e., the breakdancers test sequences from Mi-
crosoft Research [10]) our tests indicated that using
H.264/AVC to compress the depth map at 5-10% of
the total bit rate produced acceptable view synthe-
sis performance.

In the results reported in this paper, we used a
block based depth search algorithm to extract the
optimal depth for two reasons. First computer vi-
sion based depth maps were unavailable for most
sequences. Second, extracting depth maps for multi-
view compression is different from extracting depth
using standard computer vision techniques. Specif-
ically, in most computer vision based depth extrac-
tion algorithms [11], the goal is to take two images
from different cameras, I[c,t,x,y] and I[¢,t, z,y]
and estimate the depth of the scene (which is un-
known to the depth extraction algorithm). Perfor-
mance is judged by evaluating how accurate the re-
sulting depth map is relative to the true depth (usu-
ally obtained via direct measurement).

In contrast, for the view synthesis prediction
methods explored here, the goal is to produce an
accurate synthesized view I[¢/,t,z,y] from a refer-
ence image I[c, t, z,y] and a depth map. Good per-
formance corresponds to a low error between the
synthesized and actual versions of the frame (which
can be measured by the depth extraction algorithm
since the image to be synthesized is available to the
encoder) and the true accuracy of the depth map
itself is not directly relevant. Consequently, to ob-
tain depth maps for view synthesis prediction, we

use a depth search algorithm optimized to produce
accurate view synthesis.

Specifically, we define minimum, maximum, and
incremental depth values Dmin, Dmax, Dstep, and a
block size Dyjock- Then, for each block of B pixels
in the frame that we wish to predict, we choose
the depth to minimize the error for the synthesized
block:

Dc,t,z,y) = min||f[c,t,x,y] —1IId,t,2",y']|] (4)
where the minimization is carried out over the set

d= {Dmim Din + Dstep, Din + 2Dstepa ceey Dma(x%
5
and ||f[c,t, x,y] —I[c,t,2’,y]]| denotes the average
error between the block of size Dyjocr centered at
(x,y) in camera ¢ at time ¢t and the corresponding
block that we are predicting from. Note, that the
depth influences the error by affecting the coordi-
nates (z/,y’) of the block we are predicting from.
Figures 2 and 3 present a visual comparison of
the two kinds of depth maps for the breakdancers
sequence. In general, the depth as computed in (4)
yields a smaller error in the synthesized view (and
hence a higher PSNR after compression) than depth
obtained from classic methods of computer vision.

Fig. 2. Computer vision based depth map provided by
Microsoft Research [10].

3 Results

Fig. 4 compares the rate-distortion performance
of different multiview compression methods aver-
aged over 250 frames (at 25 frames per second)
and 8 views of the ballroom sequence. The lowest



ters. Specifically, using no synthesis correction vec-

= tor (i.e., SV Radius 0) yields a gain of only about
| 0.25 to 0.5 dB relative to DCVP. In contrast, us-
R ing a synthesis correction vector of either 0, +1, 42

in each dimension (i.e., SV Radius 1) yields more
than a 2 dB PSNR gain relative to DCVP and more

. than a 3 dB gain in PSNR or equivalently half the

bit rate relative to simulcast.
Since Fig. 4 does not include the overhead re-

- quired to encode the depth map and view synthesis

.1 correction vectors, these results should be viewed

Fig. 3. Block based depth map obtained using (4).

curve (labeled “Simulcast”) represents independent
coding of each view using version JM 9.5 of the
H.264/AVC reference software [12] using the cod-
ing conditions from [8] summarized in Tab. 1. The
next curve (labeled “View Prediction”) represents
the performance when using disparity compensated
view prediction (DCVP) as described in Section 2.1.
Evidently, DCVP provides a PSNR gain of 1-1.5
dB or a bit rate reduction of 20-30% relative to
simulcast, which is consistent with previously re-
ported results [13, 6]. The next set of curves (labeled
“SV Radius 0/1/2”) represent the performance of
view synthesis prediction (VSP) as described in Sec-
tion 2.2 with synthesis correction vectors of 0, 1, and
2 respectively.

Table 1. Coding conditions for H.264/AVC.

Feature / Tool / Setting AVC Parameters

Rate control Yes, basic unit=1 MB row

RD optimization Yes
Specific settings Loop filter, CABAC
Search range +32

# Reference pictures 5

Temporal random access (Open GOP) 0.5 sec

GOP Structure IBBP...

Direct mode Spatial

FRExt (e.g., adaptive block transform)|Yes

These three curves representing VSP illustrate
that efficient use of camera parameters in the form
of view synthesis can provide significant improve-
ments over DCVP. Furthermore, these curves show
that while VSP improves performance relative to
DCVP, to gain the full benefit of view synthesis it
is essential to use a synthesis correction vector to
account for slight inaccuracies in camera parame-

as upper bounds representing the potential of VSP.
Still, even for small synthesis correction vectors,
we believe the gains for VSP are large enough to
warrant significant effort to find efficient encoding
methods for depth and synthesis correction infor-
mation.

4 Concluding Remarks

In this paper, we considered various methods
of jointly compressing multiple views of a scene
recorded by different cameras and found that a
new technique we called view synthesis prediction
has the potential to obtain significant gains over
existing methods such as disparity compensated
view prediction or independent coding of all views.
Specifically, we found that (when overhead for depth
maps and synthesis correction vectors was ignored),
the proposed view synthesis prediction can achieve
PSNR gains of more than 3 dB relative to indepen-
dent coding of all views and almost 2 dB more than
disparity compensated view prediction.
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