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ABSTRACT

In order to reduce the bit rate of video signals, current cod-
ing standards apply hybrid coding with motion-compensated
prediction and transform coding of the prediction error. In
former publications, it was shown that aliasing components
contained in an image signal, as well as inaccuracies in de-
scription of motion, are limiting the prediction efficiency ob-
tained by motion compensation. For H.264/AVC, we showed
that the analytical calculation of an optimal interpolation filter
at given constraints (6-tap, frame-based) is possible, resulting
in total coding improvements of up to 0.9 dB for HDTV se-
quences and up to 0.5 dB for CIF sequences and Main Pro-
file1. However, applying an adaptive interpolation filter to
the entire image enables only an average prediction improve-
ment. Further improvements are possbile if the filter is also
adapted to local image characteristics. Thus, an optimal adap-
tive interpolation filter is calculated only for the macroblocks,
which prediction is distorted by aliasing or by inaccurately es-
timated motion. This enables further improvements of up to
0.2 dB, compared to globally adaptive filter or up to 0.6 dB,
compared to the standard H.264/AVC, for CIF sequences.

Index Terms— Video coding, Motion compensation, Wiener
filtering

1. INTRODUCTION

In order to reduce the bit rate of video signals, the ISO and
ITU coding standards apply hybrid video coding with motion-
compensated prediction, combined with transform coding of
the prediction error. In the first step, the motion-compensated
prediction is performed. The temporal redundancy, i.e. the
correlation between consecutive images, is exploited for the
prediction of the current image from already transmitted im-
ages. In a second step, the residual error is transform coded,
and thus the spatial redundancy is reduced.

In order to perform motion-compensated prediction, for
each block of the current image a displacement vector ~di is
estimated and transmitted, which refers to the corresponding
position in a reference image. The displacement vectors may
have fractional-pel resolution. Today’s standard H.264/AVC

1If case of Baseline profile, the improvements are increased at up to 0.2
dB
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Fig. 1. Integer samples (shaded blocks with upper-case let-
ters) and fractional sample positions (unshaded blocks with
lower-case letters).

uses vectors with 1
4 -pel displacement resolution [3]. Thus,

displacement vectors may refer to positions in the reference
image, which are located between the sampled positions. In
order to estimate and compensate for the fractional-pel dis-
placements, the reference images are interpolated to com-
pute the sub-pel positions. H.264/AVC uses an invariant 6-
tap Wiener interpolation filter [3]. The interpolation process
is depicted in Figure 1 and can be subdivided into two steps.
First, the half-pel positions aa, bb, b, hh, ii, jj and cc, dd, h, ee, ff, gg
are calculated, using a 6-tap Wiener filter. Using the same
Wiener filter applied at sub-pel positions aa, bb, b, hh, ii, jj,
the sub-pel position j is computed. In the second step, the
residual quarter-pel positions are obtained, using a bilinear
filter, applied at already calculated half-pel positions and ex-
isting full-pel positions.

Due to non-ideal low-pass filters in the image acquisition
process, the Nyquist Sampling Theorem is not fulfilled and
aliasing disturbs the motion-compensated prediction [4]. This



leads to an additional prediction error, which has to be coded.
The amount of aliasing is scene and camera dependent. Fur-
thermore, an inaccurate motion description, caused by a sim-
plified motion model assumption (translative, 2D-blocks, 1

4 -
pel accuracy), leads to further error increase. In our previous
publications, we showed [2] that an analytical calculation of
an optimal filter at given constraints (6-tap, frame-based) is
possible, resulting in total quality improvements of up to 1.1
(0.9) dB for HDTV sequences and up to 0.6 (0.5) dB for CIF
sequences in the case of the Baseline (Main) Profile. How-
ever, further improvements are possible if the filter is also
adapted to local image characteristics.

In the following Section 2, the globally adaptive interpola-
tion filter scheme is described. In Section 3, the locally adap-
tive filter is presented in detail. Experimental results are given
in Section 4. The paper closes with conclusions.

2. GLOBALLY ADAPTIVE INTERPOLATION
FILTER

In this Section, the globally adaptive interpolation filter scheme
presented in [2], is described in detail. For every different
sub-pel position, an independent set of coefficients is analyt-
ically calculated, such that there is no more need for bilinear
interpolation. If the sub-pel position to be interpolated is lo-
cated on a column or on a row (i.e. the sub-pel positions a, b,
c, d, h, l, see Figure 1), for each position a one-dimensional
6-tap filter is calculated, using the samples C1 . . . C6 for the
sub-pel positions a, b, c and A3 . . . F3 for d, h, l, respectively.
For each of the remaining sub-pel positions e, f , g, i, j, k, m,
n and o, a two-dimensional 6x6-tap filter is calculated. For all
sub-pel positions, the filter coefficients are estimated such that
they minimise the prediction error energy, i.e. the square dif-
ference between the original and the predicted image signals.
Note, that in this proposal, we limit ourselves to a 6x6-tap fil-
ter and a quarter-pel displacement vector resolution, but other
filter sizes and displacement vector resolutions are conceiv-
able.

In the following, we describe the determination of the
filter coefficients more precisely. Let us assume, that hSP

00 ,
hSP

01 ,. . . , hSP
54 , hSP

55 are the filter coefficients of a 6x6-tap
2D filter used for a particular sub-pel position SP . Then the
values pSP (pa . . . po) to be interpolated are computed as fol-
lows:

pSP =
6∑

i=1

6∑

j=1

Pi,jh
SP
i−1,j−1 (1)

where Pij is an integer sample value (A1 . . . F6). The esti-
mation of the coefficients and the motion compensation are
performed in the following steps:

1. Displacement vectors ~dt are estimated using the fixed
standard interpolation filter for the image to be coded.

2. 2D filter coefficients hi,j are estimated for each sub-pel
position SP , independently, by the minimisation of the
prediction error according to equation (2):

(
eSP

)2
=

∑
x,y


Sx,y −

∑

i,j

hSP
i,j Px̃+i,ỹ+j




2

(2)

with x̃ = x + bmvxc − FO, ỹ = y + bmvyc − FO

where Sx,y is an original image, Px+bmvxc,y+bmvyc a
previously decoded image, mvx and mvy are the es-
timated displacement vectors, FO - a so called Filter
Offset caring for the centring of the filter and b. . .c -
operator is the floor function, which maps the estimated
displacement vector mv to the next full-pel position
smaller than mv. This is a necessary step, since the
previously decoded images contain information only
at full-pel positions. Note, for the error minimisation,
only the sub-pel positions are used, which are actually
used by motion compensation. Thus, for each of the
sub-pel positions a . . . o an independent set of equa-
tions is set up by computing the derivative of (esp)2

with respect to the filter coefficient hi,j . The number
of equations is equal to the number of filter coefficients
used for current sub-pel position SP .

0 =
∂

(
eSP

)2

∂hSP
0,0

=
∑
x,y


Sx,y −

∑

i,j

hSP
i,j Px̃+i,ỹ+j


 Px̃,ỹ

...

For each sub-pel position e, f, g, i, j, k,m, n, o using a
6x6-tap 2D filter, a system of 36 equations with 36 un-
knowns has to be solved. For the remaining sub-pel po-
sitions, systems of 6 equations have to be solved. This
results in 360 filter coefficients (9 2D filter sets with 36
coefficients per set and 6 1D filter sets with 6 coeffi-
cients per set).

3. New displacement vectors are estimated using the adap-
tive interpolation filter, computed in step 2. This step
enables reducing motion estimation errors, caused by
aliasing, camera noise, etc. on one hand and treating the
problem in the rate-distortion sense on the other hand.

Since transmitting 360 filter coefficients may result in a
high additional bit rate, the coding gain can be drastically re-
duced, especially for small resolution video sequences. In or-
der to reduce the side information, we assume that statistical
properties of an image signal are symmetric.



Thus, the filter coefficients are assumed to be equal, in
case the distance of the corresponding full-pel positions to
the current sub-pel position are equal (the distance equality
between the pixels in x- and y-direction is also assumed, i.e.
if the image signal is interlaced, a scaling factor should be
considered etc.). For a more detailed description, see [2].

3. LOCALLY ADAPTIVE INTERPOLATION FILTER

In order to allow not only an average improvement, but also
an adjustment to local video statistics, we developed a locally
adaptive filter scheme. The standard Wiener filter might be an
approximately ideal filter for macroblocks where the Nyquist
Sampling Theorem is not violated. Thus, such macroblocks
disturb the filter coefficients for macroblocks influenced by
aliasing. For that reason, macroblocks with only low-frequent
characteristics are predicted using a standard interpolation fil-
ter and consequently, excluded from the adaptive filter estima-
tion step.

To decide, wheather a macroblock is interpolated using
an adaptive or the standard filter, three steps are carried out:
In the first step, the displacement vectors are estimated for
each macroblock, applying the standard Wiener filter for in-
terpolation purpose. For each macroblock, the rate-distortion
costs are stored. In the second step, the adaptive filter coeffi-
cients are calculated for the entire image, as described in the
previous Section. All reference images are interpolated with
the new filter. In the last step, the coding process is performed
again. For each macroblock coded, using the standard and the
adaptive filter, the rate-distortion costs are compared. For all
macroblocks where the adaptive filter gives an improvement
with respect to rate-distortion costs, a new final adaptive in-
terpolation filter is calculated.

In Figure 2, an image of the sequence Concrete, a mag-
nitude response of a corresponding adaptive and the standard
filter and a macroblock partitioning (white - adaptive filter,
grey - standard filter, black - intra) are depicted. It is obvious,
that the encoder chose the standard filter for the macroblocks
with low-frequent characteristics, namely the macroblocks on
the newscaster. At the same time, for the pebbly wall in the
background, with noticeable high-frequency components, the
adaptive filter is used for interpolation. The frequency re-
sponse of the optimal adaptive filter does not have a typical
low-pass characteristic. The low-frequency components are
distorted due to mirroring effects of aliasing, which has to be
reduced. As a side-effect, the filter lets some high-frequent
components pass due to symmetric properties of the impulse
response.

Applying the locally adaptive filter on a macroblock basis,
requires the transmission of additional side information, for
each macroblock coded in a INTER-mode with fractional-pel
displacement. Since the measured entropy of the side infor-
mation varies between 0.6 and 0.9 bits per macroblock, it is
coded using CABAC.

4. EXPERIMENTAL RESULTS

In our experiments for evaluating the coding efficiency of a
locally adaptive interpolation filter, we coded several HDTV
and CIF sequences. All simulations were performed using
the Main Profile of H.264/AVC (reference software 10.1) us-
ing CABAC, IPPP... scheme and five reference frames. The
new approach outperforms the approach presented in [2] for
all sequences and all bit rates. For CIF sequences, coding
gains of up to 0.2 dB, compared to [2] and up to 0.6 dB
compared, to the standard H.264/AVC, have been achieved.
In Figure 3, three different curves are depicted representing
the H.264/AVC standard and enhancements with globally and
locally adaptive interpolation filter, applied to the CIF se-
quences Concrete, Mobile&Calendar, Flowergarden and Bus.
For HDTV sequences, the number of bits per macroblock is
generally lower than for CIF sequences at the same quality, re-
sulting in high costs of side information. Due to the adaptive
use of the locally adaptive filter, the coding gain for HDTV
sequences is as good as in [2] or slightly better.

5. CONCLUSIONS

A two-dimensional locally adaptive interpolation filter for mo-
tion and aliasing compensated prediction is presented. The
calculation of the coefficients is carried out analytically by
minimising the prediction error energy of the current frame.
In order to compensate the aliasing, only the macroblocks are
considered for the calculation of the filter coefficients, which
are distorted by the aliasing. For the remaining macroblocks,
the standard Wiener interpolation filter is applied. As a re-
sult, a coding gain of up to 0.6 dB, compared to the standard
H.264/AVC or up to 0.2 dB, compared to [2], is obtained. An-
other advantage is a slightly decreased decoder complexity,
compared to [2], since on average 30% of the macroblocks
are coded using the standard Wiener filter.
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Fig. 2. Original image (left), macroblock partitioning (white - coded using adaptive, grey - coded using standard filter, black -
intra) and magnitude responses of adaptive and standard filter for sub-pel positions b and h (right) of a sequence Concrete.
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Fig. 3. Bit rates, provided by locally adaptive, adaptive and standard interpolation filter of H.264/AVC for CIF sequences
Basketball (top left), Mobile&Calendar (top right), Flowergarden (down left) and Concrete (down right).


