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ABSTRACT

In the context of prediction with fractional-pel motion vec-
tor resolution it was shown, that aliasing components con-
tained in an image signal are limiting the prediction accu-
racy obtained by motion compensation. In order to consider
aliasing, quantisation and motion estimation errors, cam-
era noise, etc., we analytically developed a two-dimensional
(2D) non-separable interpolation filter, which is calculated
for each frame independently by minimising the prediction
error energy. For every fractional-pel position to be inter-
polated, an individual set of 2D filter coefficients is deter-
mined. As a result, a coding gain of up to 1,2 dB for HDTV-
sequences and up to 0,5 dB for CIF-sequences compared to
the standard H.264/AVC is obtained.

1. INTRODUCTION

In order to reduce the bit rate of video signals, the ISO
and ITU coding standards apply hybrid video coding with
motion-compensated prediction combined with transform
coding of the prediction error. In the first step the motion-
compensated prediction is performed. The temporal redun-
dancy, i.e. the correlation between already transmitted im-
ages and the current image is exploited. In a second step,
the prediction error is transform coded, thus the spatial re-
dundancy is reduced.

In order to perform the motion-compensated prediction,
the current image of a sequence is split into blocks. For
each block, a displacement vector~di is estimated and trans-
mitted that refers to the corresponding position in a refer-
ence image. The displacement vectors have a fractional-
pel resolution. Today’s standard H.264/AVC[1] is based
on 1

4 pel displacement resolution. Displacement vectors
with fractional resolution may refer to positions in the ref-
erence image, which are located between the sampled po-
sitions. In order to estimate and compensate the fractional-
pel (sub-pel) displacements, the reference image has to be
interpolated on the sub-pel positions. H.264/AVC uses a 6-
tap Wiener interpolation filter with filter coefficients similar
to the proposal of Werner[2]. The interpolation process is
depicted in figure 1 and can be subdivided into two steps.
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Fig. 1. Integer samples (shaded blocks with upper-case
letters) and fractional sample positions (white blocks with
lower-case letters).

In the first step, the half-pel positionsaa, bb, b, hh, ii, jj
andcc, dd, h, ee, ff, gg are calculated, using a horizontal or
vertical 6-tap Wiener filter, respectively. Using the same
Wiener filter applied at sub-pel positionsaa, bb, b, hh, ii, jj
the sub-pel positionj is computed. In the second step, the
residual quarter-pel positions are obtained using a bilinear
filter applied at already calculated half-pel positions and ex-
isting full-pel positions.

Wedi proposed an adaptive interpolation filter [3], which
is independently estimated for every image. This approach
enables to take into account the alteration of image signal
properties, especially aliasing, on the basis of minimisa-
tion of the prediction error energy. The filter coefficients,
which are used for the calculation of the half-pel positions,
are estimated iteratively using a numerical approach. The
quarter-pel positions are calculated using a bilinear filter. In
order to guarantee the convergence of the approach, the dis-



placement vectors, estimated during the first step using the
standard filter set, are used in further iterations.

Further, Wedi proposed a 3D filter[4] combining two
techniques: a two-dimensional spatial filter with motion com-
pensated interpolation filter (MCIF). MCIF does not only
utilise samples of the frames′(t − 1) to be interpolated at
time instancet − 1, but also the samples from the interpo-
lated frame at time instancet − 2 in order to interpolate
frames′i(t − 1). A disadvantage of MCIF is the sensitiv-
ity concerning displacement vector estimation errors. Thus,
quality improvement could only be achieved in combination
with 1

8 -pel displacement vector resolution.
In this paper, we present a new strategy for calculation

of optimal filter coefficients for a 2D non-separable motion
compensated interpolation filter. In section 2 the general al-
gorithm is described. Assuming that statistical properties of
an image signal are symmetric, we can reduce the common
filter to a symmetric one. This is given in section 3. Ex-
perimental results are given in 4. The paper closes with a
summary.

2. NON-SEPARABLE TWO-DIMENSIONAL
ADAPTIVE FILTER

In order to reach the practical bound for the gain, achieved
by means of adaptive filter, a new adaptive filter scheme has
been developed. For every sub-pel positionSP (a . . . o),
see figure 1 an individual set of coefficients is analytically
calculated, such that no bilinear interpolation is used. If the
sub-pel position to be interpolated is located ata, b, c, d,
h, l, see figure 1, a one-dimensional 6-tap filter is calcu-
lated, using the samplesC1 . . . C6 for the sub-pel positions
a, b, c andA3 . . . F3 for d, h, l respectively. For each of
the remaining sub-pel positionse, f , g, i, j, k, m, n ando,
a two-dimensional 6x6-tap filter is calculated. For all sub-
pel positions, the filter coefficients are calculated in a way
that the prediction error energy is minimised, i.e. the mean
squared difference between the original and the predicted
image signals. Note, that we here limit the size of the filter
to 6x6 and the displacement vector resolution to quarter-pel,
but other filter sizes and displacement vector resolutions are
also conceivable with our approach.

In the following, we describe the calculation of the fil-
ter coefficients more precisely. Let us assume, thathSP

00 ,
hSP

01 ,. . . , hSP
54 , hSP

55 are the 36 filter coefficients of a 6x6-
tap 2D filter used for a particular sub-pel positionSP . Then
the valuespSP (pa . . . po) to be interpolated are computed
by a two-dimensional convolution:

pSP =
6∑

i,j=1

Pi,jh
SP
i−1,j−1 (1)

wherePij is an integer sample value (A1 . . . F6). The cal-
culation of the coefficients and the motion compensation are

performed in the following steps:

1. Displacement vectors~dt = (mvx, mvy) are estimated
using the non-adaptive standard interpolation filter for
the image to be coded.

2. 2D filter coefficientshSP
i,j are calculated for each sub-

pel positionSP independently by minimisation of the
prediction error energy:
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!2

(2)

with x̃ = x + bmvxc − FO, ỹ = y + bmvyc − FO

whereSx,y is an original image,Px,y a previously
decoded image,mvx andmvy are the estimated dis-
placement vector components,FO - a so calledFilter
Offset caring for centreing of the filter (FO = 1

2 ·
filter size − 1, in case of a 6-tap filter soFO = 2)
andb. . .c-operator is thefloor function, which maps
the estimated displacement vectormv to the next full-
pel position smaller thanmv. This is a necessary step,
since the previously decoded images contain informa-
tion only at full-pel positions. Note, only the sub-pel
positions, which were calculated by motion estima-
tion, are used for the error minimisation. Thus, for
each of the sub-pel positionsa . . . o an independent
set of equations is set up by computing the derivative
of

(
eSP

)2
with respect to the filter coefficienthSP

i,j .
The number of equations is equal to the number of fil-
ter coefficients used for current sub-pel positionSP .
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For each sub-pel positione, f, g, i, j, k, m, n, o using
a 6x6-tap 2D filter, a system of 36 equations with 36
unknowns has to be solved. For the remaining sub-pel
positions requiring a 1D filter, systems of 6 equations
have to be solved. This results in 360 filter coeffi-
cients (9 2D filter sets with 36 coefficients each and 6
1D filter sets with 6 coefficients per set).



3. New displacement vectors are estimated. For the pur-
pose of interpolation, the adaptive filter computed in
step 2 is applied. This step enables reducing motion
estimation errors, caused by aliasing, camera noise,
etc. on the one hand and treating the problem in the
rate-distortion sense on the other hand.

The steps 2 and 3 can be repeated, until a particular qual-
ity improvement threshold is achieved. Since some of the
displacement vectors are different after the 3. step, it is con-
ceivable to estimate new filter coefficients, adapted to the
new displacement vectors. However, this would result in a
higher encoder complexity.

The filter coefficients have to be quantised and transmit-
ted as side information e.g. using intra/inter-prediction and
entropy coding [5].

3. SYMMETRIC TWO-DIMENSIONAL FILTER

Since transmitting 360 filter coefficients may result in a high
additional bit rate, the overall coding gain can be drastically
reduced, especially for video sequences with small spatial
resolution. In order to reduce the side information, we as-
sume, that statistical properties of an image signal are sym-
metric. Thus, the filter coefficients are assumed to be equal,
in case the distance of the corresponding full-pel positions
to the current sub-pel position are equal (the distance equal-
ity between the pixels inx- andy-direction is also assumed,
i.e. if the image signal is interlaced, a scaling factor should
be considered etc.).

Let us denoteha
C1 as a filter coefficient used for com-

puting the interpolated pixel at sub-pel positiona from the
integer positionC1 as depicted in figure 1. The remaining
filter coefficients are indexed in the same manner. Then,
based on symmetry assumptions, only 5 independent 1D or
2D filter sets, consisting of different numbers of coefficients
are required. Thus, for the sub-pel positionsa, c, d, l only
one filter with 6 coefficients is estimated, since:

ha
C1 = hd

A3 = hc
C6 = hl

F3; ha
C2 = hd

B3 = hc
C5 = hl

E3

ha
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C4 = hl

D3; ha
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D3 = hc
C3 = hl

C3

ha
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B3; ha
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F3 = hc
C1 = hl

A3

The same assumptions, applied at sub-pel positionsb
andh result in 3 coefficients for these sub-pel positions. In
the same way, we get 21 filter coefficients for sub-pel po-
sitionse, g, m, o, 18 filter coefficients for sub-pel positions
f, i, k, n and 6 filter coefficients for the sub-pel positionj.
In total, this reduces the number of needed filter coefficients
from 360 to 54, exploiting the assumption, that statistical
properties of an image signal are symmetric.

4. EXPERIMENTAL RESULTS

In our experiments for evaluating the coding efficiency of
adaptive Wiener interpolation filter, we coded several HDTV-
and CIF-sequences. All simulations were performed us-
ing the Baseline and Main profile of H.264/AVC. The fil-
ter coefficients are quantised and coded according to [5].
In Fig. 2, four different curves are depicted, representing
the H.264/AVC standard and enhancement with adaptive
filter coefficients for 1 and 5 reference frames, applied to
the HDTV-sequencesRavenandCrew for Baseline profile.
In Fig. 3, two different curves are depicted, representing
the H.264/AVC standard and enhancement with adaptive
filter coefficients 2 reference frames, applied to the HDTV-
sequencesRavenandCrewfor Main profile (CABAC, IBBP).
The new approach outperforms H.264/AVC for all bit rates.
For the same bit rates, performance gains of up to 1,2 dB
for Baseline profile and of up to 0,8 dB for Main profile
are achieved, respectvely. For CIF-sequences, performance
gains of up to 0,5 dB are reported.

Furthermore, for all sequences the quality loss when us-
ing 1 reference frame in comparison with 5 reference frames
is lower, if the adaptive interpolation filter is applied. This is
also understandable, since both, multi-reference frames and
adaptive interpolation filter, aim to reduce aliasing effects
and camera noise. For all tested HDTV-sequences, using the
adaptive interpolation filter and 1 reference frame is much
more efficient, than using the standard H.264/AVC with 5
reference frames. Regarding the complexity of the proposed
approach, we should say, that applying the new approach
with 1 reference frame results in encoders and decoders less
complex than H.264/AVC with 5 reference frames.

5. CONCLUSIONS

A two-dimensional non-separable adaptive interpolation fil-
ter for motion and aliasing compensated prediction is pre-
sented. The motion compensated filter is based on coeffi-
cients that are adapted once per frame to the non-stationary
statistical features of the image signal. The coefficient es-
timation is carried out analytically by minimising the pre-
diction error energy of the current frame. Thus, aliasing,
quantisation and displacement estimation errors are consid-
ered. As a result, a coding gain of up to 1,2 dB for HDTV-
sequences and up to 0,5 dB for CIF-sequences compared
to the H.264/AVC standard is obtained. Regarding both, bit
rate and complexity, the proposed approach with 1 reference
frame is more efficient than the standard H.264/AVC with 5
reference frames.
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Fig. 2. Bit rate, provided by adaptive interpolation filter and by the standard interpolation filter of H.264/AVC Baseline profile
for HDTV-sequences Raven (left) and Crew (right) for 1 and 5 reference frames.
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Fig. 3. Bit rate, provided by adaptive interpolation filter and by the standard interpolation filter of H.264/AVC Main Profile
(CABAC, IBBP) for HDTV-sequences Raven (left) and Crew (right) for 2 reference frames.
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