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Abstract

The parallel evaluation of remote sensing data from
multiple sensors is complicated by different image scales
and orientations. Thus a simultaneous visualization of the
multi-sensor data is envisaged. For a spatial impression of
the observed area the images are co-registered, projected
onto a 3D terrain model and displayed stereoscopically.
The presented 3D evaluation system allows the real-time
navigation in the virtual landscape. The user is able to
manipulate the 3D model by blending and mosaicking the
images from different sensors. An online access to a geoin-
formation system (GIS) offers the possibility to display GIS
data.

1. Introduction

The analysis of remotely sensed images for environmen-
tal and agricultural monitoring and map update represents
a major topic of remote sensing. In addition to the con-
ventional visual or infrared cameras the synthetic aperture
radar (SAR) sensor becomes more and more popular be-
cause it works at night and penetrates clouds. These days
digital images of the same observation area are evaluated in
parallel by displaying them on different monitors together
with a map. Due to different image scales and orientations
it is difficult for the human interpreter to explain the image
content or to recognize corresponding structures.

To improve the evaluation facilities the combination of
the multi-sensor data on a single screen is envisaged. The si-
multaneous visualization eases the explanation of unknown
structures and the detection of temporal changes because
the image data is compared directly with other images and
the map. To give a spatial impression of the observed ter-
rain a three-dimensional real-time visualization should be
provided. This enables the human interpreter to explore and
evaluate the multi-sensor image data in a virtual landscape.
To ease the image interpretation vector data of a Geographic
Information System (GIS) is made accessible. The pre-

sented work exploits the German digital landscape model
DLM 25 of ATKIS (Authoritative Topographic and Carto-
graphic Information System) which mirrors the content of
the 1:25000 map.

Various 3D visualization systems for geographical data
have been developed in the past. They differ in several
aspects like their application, the used datasets, visualiza-
tion techniques etc.. The system ViRXIS [3], for example,
serves as base for a VR based Tourist Information System
(ViRTIS) or a VR based Geographic Information System
(VirGIS) respectively. It uses a Digital Elevation Model
(DEM) and raster data like satellite imagery or scanned
maps. To guarantee a high visualization performance the
elevation model is represented in different levels of detail
(LOD).

Nüesch et al. [2] developed a system for the real-time
landscape visualization based on Landsat TM images and
a DEM. Additionally vector data like roads and buildings
are inserted into the landscape model by modifying the tri-
angulated irregular network (TIN) representing the surface.
Beside the LOD management the use of geotypical texture
taken from a database instead of the photo texture from the
image data increases the display performance. A similar ap-
proach is described by McKeown et al. [1]. In addition to
satellite imagery they use aerial images. The given vector
data set containing information about buildings and roads is
extended by automatically extracted features which are inte-
grated in the TIN. Visualization is performed with artificial
textures.

In contrast to the pure visualization of a landscape model
the Virtual GIS developed by Koller et al. [4] provides an
interactive component. The navigation in the virtual world
is enhanced by an overview map inset or an overlaid coor-
dinate grid. Additionally the system offers a popup menu
interface to the GIS database to access geographical infor-
mation about selected objects.

Our goal is the simultaneous 3D visualization of remote
sensing images from multiple sensors. To optimize the in-
teractive evaluation facilities the system should provide fea-
tures to manipulate, blend and mosaic the images and an
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Figure 1. Geocoding of remote sensing data

Geocoding

Geocoded
Images

Visual

3D Reconstruction 3D Visualization
3D Model

GIS (here: ATKIS DLM 25 and DEM)

Images and
Sensor

Parameters

IR

SAR

Multisensor
Images:

Figure 2. Processing pipeline for the 3D eval-
uation of remote sensing data from multiple
sensors

online access to the GIS database. Therefore all images are
registered in a common geocoordinate system (geocoding)
(Fig. 1). In a second step a 3D terrain model which recon-
structs the height relief of the observed area is generated out
of the image data and the DEM. Finally the 3D landscape
model is visualized by a stereoscopical projection system
based on aSGI Onyx Infinity Realityplatform. A special
user interface allows the operator to evaluate the data in-
teractively. In all processing steps the GIS data is used to
improve the results or to support the user. The complete
pipeline shown in Figure 2 is described in the following
chapters.

2. Geocoding

In general the multi-sensor image data to be evaluated
are taken at different moments from different positions and
heights. SAR images are processed from complex raw data
recorded during the flight. Thus the remote sensing im-
ages differ in scale and orientation. For the simultaneous

visualization and evaluation the images have to be trans-
formed from their image coordinates into a common coor-
dinate space. Because information from a map and a GIS is
supposed to be included, a geographical coordinate system
like UTM or the German Gauss-Kr¨uger is used. The pro-
cess to generate a georeferenced image is called geocoding.

Prerequisite for the image-to-map registration is the de-
tection of corresponding points in the image and the map.
These control points must be distributed equally and defined
accurately. Nowadays this is mostly done manually. But the
quantity of data and the short update periods ask for meth-
ods that automate the control point matching. In the liter-
ature various approaches for image registration have been
suggested [5] [6]. We developed a knowledge based ap-
proach to search control points for geocoding [7]. The im-
age interpretation system AIDA [8] is used to select cross-
roads from the GIS and to find the corresponding structures
in the image to be registered.

AIDA provides methods for the explicit representation
of knowledge about the objects expected in the image. This
prior knowledge is defined by so called semantic nets which
consist of nodes representing the scene objects and links in-
between that describe their decomposition in parts or spe-
cialized objects. A semantic net for the detection of con-
trol points (here: crossroads) was implemented that defines
crossroads as the junction of three or more roads. Each road
is represented in the GIS database with its 3D geometry on
the one hand and by a linear feature in the remote sensing
image on the other hand. Problem independent rules exploit
this knowledge to generate hypotheses in a model driven
manner that are consecutively verified or falsified in the im-
age data. In this application roads forming a crossroads are
extracted from the GIS and projected into the image using



Figure 3. Road candidates segmented in a
SAR image

a coarse registration derived from general flight parameters
like course, attitude and image resolution. These expecta-
tions are used to select suitable road candidates segmented
in the image (Fig. 3). Competing alternatives are judged
and an A*-algorithm selects the most promising interpreta-
tion for further investigation. Finally the most certain cross-
roads are used as control points where the 3D coordinate is
taken from the GIS data and the 2D coordinate is given by
the estimated intersection of the roads in the image. Results
of the control point detection are shown in Fig. 4 for a SAR
image.

Based on the detected control points the parameters of a
sensor specific mapping model are estimated. For an aerial
image, for example, the parameters of the central projection
like position, orientation, and focal length of the camera are
calculated. For SAR imagery we use a polynomial approx-
imation of the Range-Doppler equations [9] where the or-
bit of the sensor platform during data acquisition and the
Doppler polynomial coefficients are estimated. For a set of
model parameters the control points are projected into the
image and the distances to the corresponding image points
are measured. These residuals are minimized by varying
the model parameters and using least square optimization
techniques. The optimal set of model parameters is taken
to transform each geocoordinate of the region covered by
the future geocoded image into the original image space.
Using bilinear interpolation the pixel value of the geocoded
image is calculated from the original image. Assuming a
precise geocoding different images of the same area can be
combined to 2D image mosaics or projected onto a map

Figure 4. Selected crossroads used as con-
trol points

(Fig. 1). For a three-dimensional visualization however a
realistic digital terrain model is necessary which approxi-
mates the height relief of the landscape accurately.

3. 3D Reconstruction

Digital terrain models are available from the German
ordnance survey offices with a raster of 50 m. But these
models contain only the height at ground level and disre-
gard elevations caused by vegetation and buildings. They
are insufficient for a realistic 3D visualization in the close
range because of the missing detail. Hence the images to be
visualized are used itself to improve the 3D reconstruction
of the observed scene.

The common approach to recover height information
from aerial images is to use stereo triangulation techniques
for overlapping images [10] [11]. The focal point of the
left and right camera and the observed point form a plane
that intersects the left and right image in the epipolar line.
Hence the search for corresponding (homologous) points is
reduced to the search along the epipolar line. To ease the
search for homologous points the two overlapping aerial
images are rectified in a way that the epipolar line coincides
with the image scanline. The required camera orientation is
known from the registration process.

The correspondence analysis determines the height de-
pendent parallax of homologous points. Due to the limited
height difference of the observed terrain the search space is
reduced by a parallax limit. Using normalized cross corre-



lation as cost function for matching homologous points the
optimum for each scanline is found by dynamic program-
ming yielding a parallax map for the image [12]. Finally
the parallax map is transformed to a depth map using binoc-
ular camera geometry. The depth�l describes the distance
between the spatial pointP and the focal pointCl of the
left camera along the line of sightSl (Eq. (1)). The line of
sight is defined by the normal vector pointing from the fo-
cal point of the camera to the projection ofP in the image
plane. Inserting�l in equation (Eq. (2)) returns the geoco-
ordinate.

�l =
(Cl�Cr)

T
�(slr �Sr�Sl)

1�s2
lr

with: slr = S
T

l
� Sr (1)

P = Cl + �l � Sl (2)

To obtain 3D models for efficient visualization the height
map is subsampled and approximated by a triangle mesh in
space. The detailed photometric properties are modelled by
projecting the aerial images onto the triangle surfaces.

However the height map is erroneous and incomplete.
Furthermore reconstruction suffers from inaccuracy of the
image data and from occlusions of 3D objects in their 2D
projections. Thus the 3D reconstruction employs surface
models to correct erroneous measurements and to complete
the sparse height map. Assuming piecewise smooth sur-
faces regions of continuous height are interpolated [13].
This requires the detection of discontinuities. The presented
systems uses prior knowledge about the objects in the scene
to constrain the geometry. For example, the knowledge that
forest edges coincide with a height step constitutes a strong
constraint.

Furthermore the mesh approximation has to consider the
discontinuities. Otherwise the models do not meet the ex-
pectations of the human observer who knows, for example,
that roads run continuously and that houses have a particular
shape. Faulty breaklines are caused if the mesh approxima-
tion does not correspond with the object boundaries.

Figure 5. Separate triangulation of roads and
forests

The presented approach employs again the interpretation
system AIDA [8] to assign a semantic to image regions. The
system uses GIS data as expectations and assigns semantic
meanings to the image primitives derived from image pro-
cessing algorithms. Interpretation yields the segmentation
of aerial images into various regions, such as forests, grass-
land, roads and buildings. The location of these regions is
stored in image masks. Scene reconstruction uses these im-
age masks to apply object specific constraints to the height
map obtained by stereoscopic correspondence analysis. The
prior knowledge forces a height step between forests and
grassland or roads. Furthermore the object semantic con-
trols mesh generation. Roads and rivers are approximated
by a separate mesh to ensure a continuous course. At the
edges of forests a vertical mesh for the height step is in-
serted. Figure 5 shows the net for selected objects.

The semantics attached to the model parts allow an ob-
ject specific post processing: Objects can be artificially re-
fined by adding details which are invisible to the sensor
from computer graphic libraries. For close-up views of for-
est edges, for example, synthetic trees with fine transparent
leaf structure are placed in front of the edges (Fig. 6).

Figure 6. Refinement of forest edges by syn-
thetic trees



Figure 7. Synthesized view of 3D terrain models with adapted house models and continuous roads

Buildings can have quite complex shapes. Their re-
construction employs a generic building model composed
of polyhedrons. The parameters are adapted to the image
data combining model and data driven strategies (Fig. 7 and
Fig. 8). The object specific 3D reconstruction is described
in detail in [14] and [15].

Figure 8. Adapted parametric house models

4. 3D Visualization

The 3D landscape model existing of the geocoded multi-
sensor images and the digital terrain model is visualized
stereoscopically and in real-time to the human interpreter.
The 3D evaluation system should provide the following
functionalities:

� navigation in the virtual landscape

� separate activation and deactivation of the sensor data

� blending of the different images

� interactive creation of image mosaics

� realization of simple measurement tasks, e.g. distances

� online access to GIS data

The features mentioned above demand for a particular
user interface on the one hand and a special model repre-
sentation form on the other hand. Furthermore the system
has to provide an interface to the GIS database.

Visualization is performed on a SGI graphic engine with
a stereoscopic projection device. Two images, for the left
and right eye, are rendered separately, polarized perpendic-
ularly and projected onto a screen. The human observer
wears polarization glasses that separates the two images.
Thus he has a spatial impression of the visualized scene.

4.1. Model Representation

To achieve real-time performance the visualization
toolkit IRIS Performer[16] is used which is optimized
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for SGI multiprocessor platforms. InPerformer the vir-
tual world to be visualized is represented by the so called
scene graph. This graph describes the hierarchy of the
scene elements as a tree (Fig. 9). The geometry and the
texture of a 3D model is represented by a geometry node
(Geode). Other node types contain the information about
light sources (Lightsource) or coordinate transformations
(DCS). The scene graph is processed from top to bottom
and from left to right. Hence the arrangement of the nodes
in the scene graph determines the order of visualization and
thus the visibility of the scene elements.

Because Performer uses the graphic librariesIRISGLor
OpenGLthe 3D geometry is described by triangle meshes
consisting of vertices. The triangles possess attributes like
colour, texture, transparency etc.. The real-time simula-
tion is performed by the repeated visualization of the scene
graph with a frame update rate as constant as possible. The
supported motion models allow to fly and drive through the
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Figure 10. Scene Graph of the layered model
with separate geometry nodes

virtual landscape and to rotate and zoom the model.
The human interpreter should have the possibility to acti-

vate and deactivate the remote sensing images separately to
improve the comparison between different sensors. Because
only one texture can be defined for a 3D model, the scene
graph contains separate geometry nodes for each image to
be visualized. The geometry nodes reference the same tri-
angle mesh but different textures resulting in overlapping
multi-sensor layers.

For the representation of the 3D landscape model the
node typesLayer andSwitchare used in the scene graph
(Fig. 10). For each texture (visual, SAR, IR, or map) one
switch exists which is again connected with the different
geometry nodes. Hence the models can be activated or de-
activated separately by configuring the switches. Because
of the processing order of the scene graph the models are
visualized from left to right. Consequently an active node
occludes all nodes positioned left of it in the scene graph.
In the given example model 2 appears above model 0 and
model 1.

The separate geometry nodes with their triangle meshes
and textures allocate a large amount of memory. The num-
ber of geometry nodes raises quadratically with the number
of textures to be visualized. Hence the nodes are not dupli-
cated, but they are merely referenced by the switch nodes
(Fig. 11). This improves the performance during simulation
and reduces the file size by 70% for a model consisting of
three layers.

By now the human interpreter is able to activate and de-
activate the textures. For a simultaneous visualization of the
multi-sensor data the textures have to be blended. Therefore
a transparency value is defined for each texture which can
be modified continuously by a slider in the graphical user
interface. By reducing the transparency value of a texture it
is mixed with the textures beneath.

Layer

Switch Switch Switch

0 1 2

Geode Geode Geode

Figure 11. Scene Graph with referenced ge-
ometry nodes
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Figure 12 shows a part of the graphical user interface.
Each texture is represented by a layer which can be turned
on and off by toggling the corresponding button. The order
of the layers represent the sequence of visualization. By fo-
cussing a layer the widgets to define the geometry, texture,
colour, and transparency get valid. Thus the human oper-
ator can explore the 3D model interactively by navigating
through the virtual landscape and manipulating the textures.

4.2. Interactive Creation of Regions

To create arbitrary image mosaics or to request informa-
tions from the GIS database the user has to mark a region
within the virtual landscape. Similar to 2D image manip-
ulation programs a region is defined by its polygonal con-
tour. In the three-dimensional case the marked region is not
planar but describes a new 3D model to be created which
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Figure 14. Creation of a new contour by in-
sertion of the intersections between marked
contour and the triangle mesh of the terrain
model

Contour Region
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Figure 15. Erroneous triangulation of a region
out of a given contour

inherits the height information from the enclosed landscape
model.

The corners of the contour marked interactively are visu-
alized by adding 3D models of rods to the scene. In a first
step the contour marked by the user is projected onto the
surface of the landscape model. As depicted in Figure 13 a
new polygon is built (dotted line).

To adapt it to the height relief the points of intersec-
tion between the original contour and the triangles of the
terrain model are inserted as new vertices (Fig. 14). For
an increased performance only those triangles of the ter-
rain model are searched for intersections which are covered
by the bounding box of the marked contour (light grey in
Fig. 14).

After the adaptation of the contour the defined region
has to be triangulated to generate a 3D model. Because of
the enclosed height relief it is not sufficient to connect all
vertices of the contour with each other. This would yield er-
roneous results (Fig. 15). Thus all triangles of the enclosed



part of the terrain model have to be used for the triangula-
tion. If a triangle is contained entirely in the region it can be
utilized without changes. If the contour intersects a triangle
of the terrain model the generated polygon is triangulated
using the vertices of the contour, of the terrain model, and
their points of intersection. This is illustrated for one trian-
gle in Fig. 14 (dark grey region).

The 3D model of the marked region is combined with
the currently visible texture and added to the scene graph
with a further switch node. Thus each interactively created
region represents a new layer of the 3D landscape model to
which an arbitrary texture, colour, and transparency can be
assigned.

The basic facility to define points and regions interac-
tively makes it possible to realize various features. As the
model is registered in geocoordinates the user can measure
the distance between two points or the area of a region in
world coordinate units like meters. He is able to request
GIS data for the selected area. Finally it is possible to cre-
ate 3D image mosaics interactively. For example the human
interpreter is able to superpose the aerial image on shadow
regions of the corresponding SAR image.

4.3. Interface to Geoinformation System

For the evaluation of the remote sensing data it is useful
to integrate data from a geoinformation system (GIS). For
example the user might visualize the road net of a region of
interest to explain the linear structures in a SAR image. The
3D visualization system provides an online interface to the
used GISSICAD/opengiving access to the GIS data during
evaluation.

To formulate a GIS request the human interpreter marks
a region as described in chapter 4.2. After selecting an ob-
ject class to be searched for like roads, forests, bridges etc.
the request is started. The arbitrarily formed region is trans-
formed in a rectangle defined by the bounding box. The
given object class is translated in numerical codes of the
German ATKIS. The data returned from the GIS database
is gathered and the geometrical information is extracted.
The visualization system can only process regions approxi-
mated by a triangle mesh, but streets for example are mod-
eled in the GIS by their central axes. Thus all linear objects
are transformed in stripes using the information about their
width. The GIS data is transferred to the visualization sys-
tem which triangulates each region and includes it in the
scene graph. The GIS information represents a separate
layer of the model which can be manipulated and deacti-
vated in the same way as all other layers.

5. Results

The described system for the 3D evaluation of remote
sensing data was realized on aSGI Onyx Infinite Re-
ality multiprocessor platform usingIRIS Performerand
OpenGL[17]. To guarantee a constant frame update rate
the rendering pipeline is processed on a separate CPU. The
calculation of intersections and the handling of GIS requests
are distributed on a second and third processor respectively.

The features of the visualization system are demon-
strated in the following snapshots of the test-siteKoblenz.
Figure 16 shows a synthesized view of the 3D landscape
model with mixed SAR and map texture. The triangula-
tion result of an interactively marked region is illustrated
for the Rhine river in Fig. 18. The Mosel river is displayed
with map texture. Another example for a 3D image mo-
saic is shown in Fig. 17 where a part of the SAR image is
superposed on the aerial image. The current geocoordinate
of the mouse is visualized in a head-up-display (Fig. 17).
Thus the interpreter is able to measure distances in the vir-
tual landscape. Finally the result of an online GIS request is
illustrated in Fig. 19. For a region of interest the roads are
displayed in the 3D landscape model textured with the SAR
image.

6. Conclusion

A system for the interactive 3D evaluation of remote
sensing data from multiple sensors was presented. The
images to be visualized are geocoded and projected onto
a 3D terrain model. For the automatic search of control
points and the object specific 3D modelling of the scene a
knowledge based image interpretation system called AIDA
is used.

The textured 3D landscape model is visualized stereo-
scopically and in real-time to the human interpreter. An op-
timized representation form of the layered 3D model allows
the manipulation of the multiple textures. Via the graphical
user interface the textures can be exchanged and blended.
The human interpreter has the possibility to mark arbitrary
regions interactively. Hence he can create image mosaics
to combine the multi-sensor data. An online interface to a
geoinformation system allows the visualization of GIS data
for a region of interest.



Figure 16. Interactive blending of a SAR image with a map

Figure 17. Interactively created 3D image mosaic of an aerial and SAR image



Figure 18. Triangulation of an interactively marked region and map overlay

Figure 19. online visualization of GIS data (here road net) for a selected region of interest
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