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12.1 I N T R O D U C T I O N 

With video being a ubiquitous part of modern multimedia communications, new functionalities 
in addition to the compression as provided by conventional video coding standards like H.261. 
MPEG-l. H.262. MPEG-2, H.263, and H.264 are required for new applications. Applications like 
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content-based storage and retrieval have to allow access to video data based on object descriptions, 
where objects are described by texture, shape, and motion. Studio and television postproduction 
applications require editing of video content with objects represented by texture and shape. For 
collaborative scene visualization like augmented reality, we need to place video objects into the scene. 
Mobile multimedia applications require content-based interactivity and content-based scalability in 
order to allocate limited bit rate or limited terminal resources to fit the individual needs. Security 
applications benefit from content-based scalability as well. All these applications share one common 
requirement: video content has to be easily accessible on an object basis. MPEG-4 Visual enables 
this functionality. The main part of this chapter describes MPEG-4 shape coding, the content-based 
interactivity enabling tool. 

Given the application requirements, video objects have to be described not only by texture, 
but also by shape. The importance of shape for video objects has been realized early on by the 
broadcasting and movie industries employing the so-called chroma-keying technique, which uses 
a predefined color in the video signal to define the background. Coding algorithms like object-
based analysis-synthesis coding (OBASC) [30 | use shape as a parameter in addition to texture and 
motion for describing moving video objects. Second-generation image coding segments an image 
into regions and describes each region by texture and shape [28]. The purpose of using shape was to 
achieve better subjective picture quality, increased coding efficiency as well as an object-based video 
representation. 

MPEG-4 Visual is the first international standard allowing the transmission of arbitrarily shaped 
video objects (VO) [21 J. Each frame of a VO is called video object plane (VOP) consisting of 
shape and texture information as well as optional motion information. Following an object-based 
approach, MPEG-4 Visual transmits texture, motion, and shape information of one VO within one 
bitstream. The bitstreams of several VOs and accompanying composition information can be mul
tiplexed such that the decoder receives all the information to decode the VOs and arrange them 
into a video scene; the composition of multiple video objects is illustrated in Figure 12.1. Alter
natively, objects may be transmitted in different streams according to a scene description [11,44]. 
This results in a new dimension of interactivity and flexibility for standardized video and multimedia 
applications. 

Two types of VOs are distinguished. For opaque objects, binary shape information is transmitted. 
Transparent objects are described by gray-scale a-maps defining the outline as well as the transparency 
variation of an object. 

FIGURE 12.1 CONTENT-BASED SCALABILITY REQUIRES INDIVIDUAL OBJECTS TO BE TRANSMITTED AND COMPOSITED AT THE 
DECODER. DEPENDING ON RESOURCES, ONLY SOME OF THE OBJECTS MIGHT BE COMPOSITED TO THE SCENE AND PRESENTED AT 
THE TERMINAL. 
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FIGURE 12 .2 Processing steps for shape coding considering binar\ and gray-scale or-maps. 

1 2 . 1 . 1 SHAPE CODING OVERVIEW 

Figure 12.2 shows the processing steps related to shape coding. They apply to object-based coding 
systems that transmit shape information only, as well as to systems that transmit texture for the 
objects. The optional shape preprocessing may remove noise from the shape signal and simplify the 
shapes such that it can be coded more efficiently. Preprocessing usually depends on the shape coding 
algorithm employed. 

For transparent objects, the preprocessed shape information is separated into a binary shape 
defining the pels belonging to the object and a gray-scale information defining the transparency of 
each pel of the object. For binary shapes and gray-scale shape information the binary shape coder 
codes the shape using lossless or lossy shape coding algorithms. In the case of transparent objects, 
an a-map coder codes the transparency information for the coded binary shape. The bitstreams get 
multiplexed, transmitted, and decoded at the decoder. The optional postprocessing algorithm provides 
error concealment and boundary smoothing. 

The receiver decodes the VOs and composes them into a scene as defined by the composition 
information [11,44]. Typically, several VOs are overlayed on a background. For some applications, 
a complete background image does not exist. Foreground VOs are used to cover these holes. Often 
they exactly fit into holes of the background. In case of lossily coded shape, a pixel originally 
defined as opaque may be changed to transparent, thereb) resulting in undefined pixels in the scene. 
Therefore, lossy shape coding of the background needs to be coordinated with lossy shape coding 
of the foreground VOs. If objects in a scene are not coded at the same temporal rate and a full 
rectangular background does not exist, then it is very likely that undefined pixels in the scene will 
occur. Postprocessing in the decoder may extend objects to avoid these holes. 

1 2 . 1 . 2 RELATED WORK 

There are three classes of binary shape coders. A bitmap-baaed coder encodes for each pel whether 
it belongs to the object or not. A cw??o(<r-based coder encodes the outline of the object. In order to 
retrieve the bitmap of the object shape, the contour is filled with the object label. In the case where 
there is also texture transmitted with the shape information, an implicit shape coder, often referred 
to as chroma keying [7]. can be used, where the shape information is derived from the texture using 
a predefined color for defining the outside of an object. Similar to texture coding, binary shapes can 
be coded in a lossless or lossy fashion. 

12 .1 .2 .1 Implicit Shape Coding 

This class of coding defines a specific pixel value or a range of pixel values as the background of 
the image. The remaining pels are part of the object. An implicit shape coder is also specified in 
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GIF89a [9J. For each image, one number can be used to define the value of the transparent pels. All 
pels of this value are not displayed. Today, GIF89a is used in web applications to describe arbitrarily 
shaped image and video objects. 

12 .1 .2 .2 Bitmap-Based Shape Coding 

Such coding schemes are used in the fax standards G4 [4] and JBIG [19]. The modified read (MR) 
code used in the fax G4 standard scans each line of the document and encodes the location of changing 
pels where the scanline changes its color. In this line-by-line scheme, the position of each changing 
pel on the current line is coded with respect to either the position of a corresponding changing pel 
in the reference line, which lies immediately above the present line, or with respect to the preceding 
changing pel in the current line [31]. 

12 .1 .2 .3 Contour-Based Shape Coding 

Algorithms for contour-based coding and the related contour representations have been published 
extensively. Different applications nurtured this research: for lossless and lossy encoding of object 
boundaries, chain coders [12,14] and polygon approximations [15,18,34,42] were developed. For 
recognition purposes, shape representations like Fourier descriptors were developed to allow trans
lation, rotation, and scale-invariant shape representations [55]. 

A chain code follows the contour of an object and encodes the direction in which the next boundary 
pel is located. Algorithms differ by whether they consider a pel having four or eight neighbors for 
rectangular grids or six neighbors for hexagonal grids. Some algorithms define the object boundary 
between pels [41 ]. Freeman [14] originally proposed the use of chain coding for boundary quantization 
and encoding, which has attracted considerable attention over the last 30 years [23,27,32,38,39]. The 
curve is quantized using the grid intersection scheme [ 14] and the quantized curve is represented using 
a string of increments. Since the planar curve is assumed to be continuous, the increments between 
grid points are limited to the eight grid neighbors, and hence an increment can be represented by 
3 bits. For lossless encoding of boundary shapes, an average 1.2 to 1.4 bits/boundary pel are required 
[12]. There have been many extensions to this basic scheme such as the generalized chain codes [39], 
where the coding efficiency has been improved by using links of different length and different angular 
resolution. In [23], a scheme is presented which utilizes patterns in a chain code string to increase 
the coding efficiency,and in [38], differential chain codes are presented, which employ the statistical 
dependency between successive links. There has also been interest in the theoretical performance 
of chain codes. In [27], the performance of different quantization schemes is compared, whereas in 
[32], the rate-distortion characteristics of certain chain codes are studied. Some chain codes also 
include simplifications of the contour in order to increase coding efficiency [33,37]. This is similar 
to filtering the object shape with morphological filters and then coding with a chain code [35]. The 
entropy coder may code a combination of several directions with just one code word. 

A polygon-based shape representation was developed for OBASC [17,18]. As a quality measure, 
the maximum Euclidean distance dmax between the original and the approximated contour is used. 
During subjective evaluations of CIF (352 x 288 pels) video sequences, it was found that allowing 
a peak distance of d^ a x = 1.4 pel is sufficient to allow proper representations of objects in low 
bit-rate applications. Hence the lossy polygon approximation was developed. Vertices of the spline 
approximation do not need to be located on the object boundary [24,26]. 

This polygon representation can be also used for coding shapes in inter mode. For temporal 
prediction, the texture motion vectors are applied to the vertices of the previously coded shape defining 
the predicted shape for the current shape. Then, all vertices within the allowable approximation error 
d^ax define the new polygon approximation. It is refined as described above such that the entire 
polygon is within the allowable error d^ax. 
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In [22], B-spline curves are used to approximate a boundary. An optimization procedure is 
formulated for finding the optimal locations of the control points by minimizing the mean-squared 
error between the boundary and the approximation. In [24], a polygon/spline representation is 
described which provides optimality in the operational rate distortion sense. 

Fourier descriptors describing the contour of an object were developed for applications in 
recognition, where shape is an important key. Fourier descriptors allow translation, rotation, and 
scale-invariant representation [36]. In the first step, the coordinates of the contour are sampled clock
wise in the xy-plane. This list of 2D coordinates (x„yj) is then transformed into an ordered list 
(/, (y,+i - >'//XJ+\ - Xi)) with 0 < / < i + 1 being the contour point number and (y/+i - >';/x,+ i - *,•) 
being the change in direction of the contour. Since the samples are periodic over the object boundary 
perimeter, they can be expanded into a Fourier series. In order to preserve the main characteristics 
of a shape, only the large Fourier coefficients have to be maintained. Fourier descriptors are not very 
efficient in reconstructing polygon-like shapes with only a few coefficients. This is one of the reasons, 
why they never became very competitive in coding efficiency. 

12 .1 .2 .4 M P E G - 4 Shape Coding 

The MPEG committee investigated implicit, bitmap-based, and contour-based shape coding tech
niques. Implicit shape coding requires high-quality texture coding in order to derive a high-quality 
shape. Since humans tend to be more sensitive to shape distortions than to texture distortions, this 
coupling of shape and texture distortion is not acceptable for many applications. Therefore, while 
many different approaches for shape coding were evaluated during the development of MPEG-4, 
proposals for polygon-based contour coding and binary context-adaptive arithmetic coding were the 
lead contenders. Ultimately, MPEG-4 adopted the binary context-adaptive arithmetic coding, which 
is elaborated further in the next section. 

The publication of the MPEG-4 standard and its work on shape coding [3,26,33] inspired the 
invention of many shape coding algorithms that are able to outperform MPEG-4 shape coding in terms 
of coding efficiency while being more computationally demanding. Mainly due to rate distortion 
optimization, the vertex-based method described in [24] provides an average rate reduction of 7.8% 
with respect to the content-based arithmetic coder in MPEG-4. The skeleton-based method proposed 
in [54] gives bit rates 8 to 18% smaller than the MPEG-4 shape coder. In [1], digital straight lines are 
identified on the contour. These lines are then used to align a template for defining the context of an 
adaptive arithmetic encoder with the line. Although this algorithm only codes shapes in intra-mode, 
it requires 33% less bits than the MPEG-4 shape coder in inter-mode as described in Section 12.2. 

1 2 . 1 . 3 CHAPTER ORGANIZATION 

This chapter provides an overview of the algorithms for shape coding in MPEG-4. In Section 12.2, 
binary and gray-scale shape coding techniques are first described. Then, in Section 12.3, a variety 
of issues related to the encoding, modeling, and postprocessing of shape are discussed. Section 12.4 
presents a few promising application that rely on shape coding, and finally, Section 12.5 presents 
concluding remarks. 

1 2 . 2 M P E G - 4 S H A P E C O D I N G T O O L S 

This section will discuss the coding techniques for 2D shapes using MPEG-4 tools. First, we briefly 
introduce the general representation for the 2D shape of an object, including binary and gray-scale 
shape. Then, we describe techniques for coding each of these representations. 
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FIGURE 12.3 COMPARISON OF SCENE COMPOSED WITH BACKGROUND IMAGE AND FOREGROUND OBJECT WITH CONSTANT AND 
GRAY-SCALE TRANSPARENCY. TOP-LEFT: BACKGROUND IMAGE; TOP-RIGHT: FOREGROUND OBJECT; BOTTOM-LEFT: SCENE COMPOSED 
WITH CONSTANT TRANSPARENCY; BOTTOM-RIGHT: SCENE COMPOSED WITH GRAY-SCALE TRANSPARENCY, WHERE THE A-MAP OF THE 
FOREGROUND OBJECT IS A HORIZONTAL RAMP STARTING WITH mk(0,y) = 0 ON THE LEFT SIDE AND ENDING AT M*(320,Y) = 255 
ON THE RIGHT SIDE. 

12 .2 .1 SHAPE REPRESENTATION 

The 2D shape of an object is defined by means of an a-map Mk of size XY pels: 

Mk = {mk(x, v) |0 < x < X, 0 < y < Y], 0 < mk < 255 (12.1) 

The shape Mk defines for each pel x = (x,y)T whether it belongs to the object (mk(x) > 0) or not 
(m*(x) = 0). For an opaque object, the corresponding a-values are 255, and for transparent objects 
they range from 1 to 255. Usually, the a-map has the same spatial and temporal resolution as the 
luminance signal of the video sequence. In video-editing applications, the a-map is used to describe 
object shape and object transparency. Let us assume that we have a background image sb(x), the 
object represented by image s0(\), and the a-map M 0(x). Overlaying the object on the background 
is done according to 

/ Af 0 (x)\ M 0(x) , l o 0 . 

* ( x K 1 _ ^ ) S b ( x ) + ^ ~ 5 o ( x ) 

As shown in Figure 12.3, the amplitude of the a-map determines how visible the object becomes. 
We will describe the coding of binary object shapes, i.e., mk{\) e {0,255} in the next subsection, 
followed by description of the coding of gray-scale shape. 

1 2 . 2 . 2 BINARY SHAPE CODING 

The MPEG-4 shape coder is known as the context-based arithmetic encoder (CAE) [2,3,24]. It works 
on macroblocks of size 1 6 x 1 6 pels that the MPEG-4 video encoder defines for a video object. In the 
following paragraphs, shape encoding in intra-mode is described. Then, this technique is extended 
to include an inter-mode. The evaluation criteria for lossy binary shape coding are presented last. 
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12.2.2.1 Intra-Mode 

The CAE codes pelwise information only for boundary blocks exploiting the spatial redundancy 
of the binary shape information to be coded. Pels are coded in scan-line order and row by row. In 
intra-mode, three different types of macroblocks are distinguished: transparent and opaque blocks 
are signaled as macroblock type. The macroblocks on the object boundary containing transparent 
as well as opaque pels belong to the third type. For these boundary macroblocks, a template of 
10 pels is used to define the causal context for predicting the shape value of the current pel as 
shown in Figure 12.4a. For encoding the state transition, a context-based arithmetic encoder is 
used. The probability table of the arithmetic encoder for the 1024 contexts was derived from several 
sequences. With 2 bytes allocated to describe the symbol probability for each context, the table size is 
2048 bytes. 

The template extends up to 2 pels to the left, to the right, and to the top of the pel to be coded. 
Hence, for encoding the pels in the two top and left rows of a macroblock. parts of the template are 
defined by the shape information of the already transmitted macroblocks on the top and on the left 
side of the current macroblock. For the two rightmost columns, each undefined pel of the context is 
set to the value of its closest neighbor inside the macroblock. 

In order to increase coding efficiency as well as to allow lossy shape coding, a macroblock may be 
subsampled by a factor of 2 or 4 resulting in a subblock of size 8 x 8 pels or 4 x 4 pels, respectively. 
The subblock is encoded using the encoder as described above. The encoder transmits to the decoder 
the subsampling factor such that the decoder decodes the shape data and then up-samples the decoded 
subblock to the original macroblock size. Obviously, encoding the shape using a high subsampling 
factor is more efficient but the decoded shape after up-sampling may or may not be the same as the 
original shape. Hence, this subsampling is mostly used for lossy shape coding. 

Depending on the up-sampling filter, the decoded shape can look somewhat blocky. During the 
MPEG evaluation process, two filters have been found to perform very well: a simple pel replication 
filter combined with a 3 x 3 median filter and slightly better performing adaptive nonlinear up-
sampling filter. MPEG-4 decided to adopt the adaptive filter with a context as shown in Figure 12.5 
[21]. The value of an up-sampled pel is determined by thresholding a weighted sum of the pels of its 
context. 

The efficiency of the shape coder differs depending on the orientation of the shape data. Therefore, 
the encoder can choose to code the block as described above or transpose the macroblock prior to 
arithmetic coding. 

Within the MPEG-4 standardization process, the quality of shape coding was controlled by a 
threshold, AlphaTH, which defines the maximum number of erroneously coded pels in a macroblock 
without considering effects like change in connectivity, impact on overall object shape, temporal shape 

(A) 

INTRA 

PREVIOUS CURRENT 

FRAME 

FIGURE 12.4 TEMPLATES FOR DEFINING THE CONTEXT OF THE PEL TO BE CODED (O), WHERE (A) DEFINES THE INTRA-MODE 
CONTEXT AND (B) DEFINES THE INTER-MODE CONTEXT. THE ALIGNMENT IS DONE AFTER MOTION COMPENSATING THE 
PREVIOUS VOP. 
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F I G U R E 12.5 The up-sampled pels ( x ) lie between the locations of the transmitted pels (o) from the subsampled 
macroblock shape information. Neighboring pels (bold o) denning the values of the pels to be up-sampled 
(bold x ) . 

variation or the look of the object including its texture. Therefore, lossy shape coding achieves better 
results if these effects are considered. 

1 2 . 2 . 2 . 2 Inter-Mode 

In order to exploit temporal redundancy in the shape information, the coder described above is 
extended by an inter-mode requiring motion compensation and a different template for defining the 
context. 

For motion compensation, a 2D integer pel motion vector is estimated using full search for each 
macroblock in order to minimize the prediction error between the previous coded VOP shape M i , 
and the current shape M/,. The shape motion vectors are predictively encoded with respect to the 
shape motion vectors of neighboring macroblocks. If no shape motion vector is available, texture 
motion vectors are used as predictors. The shape motion vector of the current block is used to align 
a new template designed for coding shape in inter-mode as shown in Figure 12.4b. 

The template defines a context of 9 pels resulting in 512 contexts. The probability for one 
symbol is described by 2 bytes giving a probability table size of 1024 bytes. Four pels of the context 
are neighbors of the pel to be coded, 5 pels are located at the motion-compensated location in 
the previous VOP. Assuming that the motion vector ( d x , d y ) T points from the current V O P k to the 
previous coded V O P ' k _ v the part of the template located in the previously coded shape is centered at 
m ' k - \ (x - d.x,y - d y ) with (x, y ) T being the location of the current pel to be coded. 

In inter-mode, the same options as in intra-mode are available, such as subsampling and 
transposing. For lossy shape coding, the encoder may also decide that the shape representation 
achieved by simply carrying out motion compensation is sufficient thus saving bits by avoiding to 
code the prediction error. The encoder can select one of the seven modes for the shape informa
tion of each macroblock: transparent, opaque, intra, inter with or without shape motion vectors, 
and inter with or without shape motion vectors and prediction error coding. These different options 
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with optional subsampling and transposition allow for encoder implementations of different coding 
efficiency and implementation complexity. 

12 .2 .2 . 3 Evaluation Criteria for Coding Efficiency 

In order to compare the performance of different shape coders, evaluation criteria have to be defined. 
Within MPEG-4, there are two quality measures for objectively assessing the quality of coded shape 
parameters. One is the maximum of the minimal Euclidean distance d ^ a x (peak deviation) between 
each coded contour point and the closest contour point on the original contour. This measure allows 
for an easy interpretation of the shape quality. However, if lossy shape coding results in changing 
the topology of an object due to opening, closing, or connecting holes, the peak deviation <i*a x is 
not a useful measure. Therefore, a second measure d„ was used, which is the number of erroneously 
represented pels of the coded shape divided by the total number of pels belonging to the original 
shape. Since different objects can have very different ratios of contour pels to interior pels, a given 
value for d„ only allows to compare with other d„ of different approximations of the same video 
object. d n by itself does not provide sufficient information about the shape quality. Hence, some 
evaluations are done just providing the number of erroneously coded pels. 

It was found that the objective measures truthfully reflect subjective quality when comparing 
different bitmap-based shape coders or when comparing different contour-based shape coders. For 
lossy shape coding, the bitmap-based shape coders create blocky object shapes whereas contour-
based shape coders create an object shape showing polygon edges. Since the two classes of shape 
coders give different results, a comparison between these two classes has to be done subjectively. 

1 2 . 2 . 3 GRAY-SCALE SHAPE CODING 

Gray-scale a-maps allow 8 bits for each luminance pel to define the transparency of that pel. As shown 
in Figure 12.3, transparency is an important tool for composing objects into scenes and special effects. 
Two types of transparencies are distinguished: binary a-maps with objects of constant transparency 
and arbitrary a-maps for objects with varying transparency. 

12.2 . 3 .1 Objects with Constant Transparency 

For a transparent object that does not have a varying transparency, the shape is encoded using the 
binary shape coder and the 8-bit value of the a-map. In order to avoid aliasing, gray-scale a-maps 
usually have lower transparency values at the boundary. Blending the a-map near the object boundary 
can be supported by transmitting the coefficients of a 3 x 3 pel FIR filter that is applied to the a-map 
within a stripe on the inner object boundary. The stripe can be up to 3 pels wide. 

12.2 . 3 .2 Objects with Arbitrary Transparency 

For arbitrary a-maps, shape coding is done in two steps [5,7]. In the first step, the outline of the object 
is encoded as a binary shape. In the second step, the actual a-map is treated like the luminance of an 
object with binary shape and coded using the MPEG-4 texture coding tools: motion compensation, 
DCT, and padding. The passing extrapolates the object texture for the background pels of a boundary 
block. 

1 2 . 2 . 4 TEXTURE CODING OF BOUNDARY BLOCKS 

For motion-compensated prediction of the texture of the current VOP, the reference VOP is motion-
compensated using block motion compensation. In order to guarantee that every pel of the current 
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VOP has a value to be predicted from, some or all of the boundary and transparent blocks of the 
reference VOP have to be padded. Boundary blocks are padded using repetitive padding as follows. 
First, boundary pels are replicated in the horizontal direction, and then they are replicated in the 
vertical direction. If a value can be assigned to a pel by both padding directions, then an average 
value is assigned to that pel. Since this repetitive padding puts a significant computational burden on 
the decoder, a simpler mean padding is used in the second step. Transparent macroblocks bordering 
boundary blocks are assigned to an average value determined by the pels of its neighboring padded 
blocks. 

In order to encode the texture of a boundary block. MPEG-4 treats the macroblock as a regular 
macroblock and encodes each block using an 8 X 8 DCT. The texture is decoded using conventional 
processing, then discards all information that falls outside of the decoded shape. In order to increase 
coding efficiency, the encoder can choose the texture of pels outside of the object such that the bit rate 
is minimized. This non-normative process is also called padding [25]. For intra-mode, a low-pass 
extrapolation filter was developed, while for inter-mode, setting these pels to 0 was found to perform 
well in terms of coding efficiency. 

1 2 . 2 . 5 VIDEO CODER ARCHITECTURE 

Figure 12.6a shows the block diagram of an object-based video coder [35]. In contrast to the block 
diagram shown in the MPEG-4 standard, this diagram focuses on the object-based mode in order to 
allow a better understanding of how shape coding influences the encoder and decoder. Image analysis 
creates the bounding box for the current VOP and estimates texture and shape motion of the current 
VOP with respect to the reference VOP Sk-\. Shape motion vectors of transparent macroblocks are 
set to 0. Parameter coding encodes the parameters predictively. The parameters get transmitted and 
decoded, and the new reference VOP is stored in the VOP memory and also handed to the compositor 
of the decoder for display. 

The increased complexity due to the coding of arbitrarily shaped video objects becomes evident 
in Figure 12.6b, which shows a detailed view of the parameter coding. The parameter coder first 
encodes the shape of the boundary blocks using shape and texture motion vectors for prediction. 
Then, shape motion vectors are coded. The shape motion coder knows which motion vectors to code 
by analyzing the possibly lossily encoded shape parameters. For texture prediction, the reference 
VOP is padded as described above. The prediction error is then padded using the original shape 
parameters to determine the area to be padded. Using the original shape as a reference for padding 
is again an encoder choice not implemented in the MPEG-4 Reference Software [20] (MoMuSys 
version). Finally, the texture of each macroblock is encoded using DCT. 

1 2 . 3 C O D E C O P T I M I Z A T I O N 

The shape coding tools described in the previous subsection provide the basic techniques that are 
used to efficiently represent shape data. In order to use these tools most effectively, optimizations at 
various points in the encoder and decoder must be considered. Several key issues are outlined below 
and discussed further in this section. 

Prior to encoding, preprocessing of shape data may be helpful to simplify the information to 
be coded, while still providing an accurate representation of the object. During the encoding, rate 
control is needed at the encoder to allocate bits to achieve a maximum quality subject to rate and 
buffer constraints. Rate-distortion (R-D) models of the shape (and texture) data may be used to 
alleviate some of the computations involved in making optimal coding decisions. Furthermore, error 
control may be used to minimize data loss incurred during transmission and error propagation in the 
reconstructed data. 

TWO-DIMENSIONAL SHAPE CODING 309 

VOPS. Image 
analysis 

(A) 

TEXTURE MOTION. 
SHAPE MOTION  

SHAPE 
TEXTURE 

Parameter 
coding 

VOP s', VOP 
memory 

Parameter 
decoding 

VOP s' 

TEXTURE MOTION 

SHAPE MOTION 

SHAPE 
Coder 

TEXTURE 

(b) 

F — • Coder 

Coder 
— 1 — 

CODED SHAPE 

Padding 
for coding 

Coder 

Prediction  

X 

Padding 
for MC 

VOP S'K 

SHAPE DATA ^ 

BITSTREARN _ 

TEXTURE/MOTION̂  
DATA 

FIGURE 1 2 . 6 BLOCK DIAGRAM OF THE VIDEO ENCODER (A) AND THE PARAMETER CODER (B) FOR CODING OF ARBITRARILY 

SHAPED VIDEO OBJECTS. 

In addition to the the above encoder issues, postprocessing techniques after decoding also play 
an important role in reconstructing the object and scene data, and the scene. For one, if errors during 
transmission have corrupted the reconstructed data, then some form of error concealment should be 
applied. Also, given multiple objects in a scene, composition of these objects is also required. 

1 2 . 3 . 1 PREPROCESSING 

The decoder has no possibility to find out whether the encoder uses lossless or lossy shape coding and 
what shape coding strategy the encoder uses or padding algorithm for coding is used. In its reference 
implementation of a video coder, MPEG-4 chose to control lossy shape coding by using an AlphaTH 
threshold. This threshold defines the maximum number of incorrectly coded pels within a boundary 
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block and allows the topology of the shape to change. Often, isolated pels at the object boundary are 
coded as part of the object. Using morphological filters to smooth object boundaries provide a much 
more predictable quality of a lossily encoded shape [35]. 

1 2 . 3 . 2 RATE-DISTORTION MODELS 

For texture coding, a variety of models have been developed that provide a relation between the rate 
and distortion, e.g., [8,16]. These models are most useful for rate control of texture information. Given 
some bit budget for an object or frame, one can determine a quantizer value that meets a specified 
constraint on the rate. Additionally, such models can be used to analyze the source or sources to be 
encoded in an effort to optimize the coding efficiency in a computationally efficient way. 

In the case of shape coding, analogous models have been developed, mainly for use in the 
analysis stage of an object-based encoder. The primary motivation to develop such models is to 
avoid performing actual coding operations to obtain the R-D characteristics of the binary shape. In 
the case of MPEG-4 shape coding, this involves down-sampling and arithmetic coding operations 
to obtain the rate, and up-sampling and difference calculations to compute the distortion at various 
scales. Figure 12.7 shows sample images for binary shapes at different resolutions and after up-
sampling. Accurate estimates of the R-D characteristics can play a key role in optimizing the bit 

FIGURE 12.7 Sample test shapes from the Dancer, Coastguard, and Foreman sequences. The first row shows 
the original shapes at full resolution. The second and third rows show the shapes down-sampled by factors 2 
and 4 according to the MPEG-4 standard. The bottom row shows the up-sampled reconstructed shapes from 
quarter-scale images (Dancer and Coastguard) and half-scale image (Foreman) according to the MPEG-4 
standard. 
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allocation for the binary shape among blocks and between shape and texture coding with much lower 
complexity. Also, knowing the expected rate for shape can stabilize the buffer occupancy of a video 
coder, especially for low bit-rate video coding [50]. 

In the following, we review several approaches that have been proposed for modeling the R-D 
characteristics of binary shape and discuss the performance of each. Throughout this section, we aim 
to model the characteristics of the MPEG-4 CAH-based shape coder described in Section 12.2. Also, 
we assume shapes are coded in intra-mode only, unless otherwise specified. 

For the purpose of this subsection, the modeling problem is formally stated as follows. Let (R. D)k 

denote the R-D values for a binary shape that is coded at resolution it. Using input parameters, 
which represent features extracted from the shape data, and modeling function. / (•) . we consider the 
approximation, 

{R,D)k*f(6i) (12.3) 

The first attempt to solve this problem attempted to categorize all possible binary patterns over a 
2 x 2 neighborhood into N states [52 ]. This approach was referred to as state partitioning. As expected, 
the rate is predicted well by this approach, but the distortion suffers from large prediction error. The 
reason for this is because the rate could be accurately modeled from a fixed 2 x 2 neighborhood, such 
that the 10-bit states used by CAE can be correctly collapsed into one of the available states. The 
distortion, on the other hand, is not modeled so accurately because the actual up-sampling process 
uses a 12-pel neighborhood and estimating distortion based on the 2 x 2 pixels is not sufficient. 

An improved probabilistic approach for modeling the R-D characteristics of binary shape was 
proposed in [53]. In this work, the shape model is based on the statistics (or moments) that one can 
extract from the data. With this approach, the aim was to have a distribution whose samples resemble 
the type of data that we are trying to code. At the same time, this model should be able to make 
distinctions between different shapes at the same scale, and also between the same shape at different 
scales. 

In [10], a Markov random field (MRF) model that is able to represent the fine structures of an 
image is presented. The model relies on three parameters: edge. line, and noise. It has been shown 
in [53] that the moments of this model, which are considered sufficient statistics of the distribution, 
exhibit favorable properties for modeling as outlined above. 

To estimate the rate and distortion at various scales, a simple multilayer feed-forward network 
has been proposed in [53], where the input to this network are the statistical moments of the MRF 
model that are calculated from the original shape image, and the output is the estimated rate and 
distortion of the shape data at different scales. 

The plots in Figure 12.8 provide a comparison of the actual rates and output rates of the neural 
network for each of the three scales. In these plots, the first 100 frames correspond to the training set 
and the next 75 frames correspond to the testing set. We can see that that the neural network does 
indeed provide close estimates to the actual rate and follows the trends quite well for both the training 
and testing data. Similarly, the plots in Figure 12.9 provide a comparison of the actual distortions 
and output distortions of the neural network for the reconstructed binary maps from half and quarter 
scales. It should be noted that the absolute errors plotted in Figure 12.9 vary significantly in some 
cases due to size or complexity of the shape boundary. If these errors were normalized to the object 
size, the relative errors would be much closer. 

While the results shown here demonstrate that MRF parameters can be used to model multiscale 
rate-distortion characteristics of binary shape, and do so with information provided at the full resolu
tion only, the above method has only been applied to intra-coded shapes. In [6], a linear R-D model 
has been proposed based on parameters derived from the boundary blocks and a block-based shape 
complexity for the video object. Besides being much simpler than a neural network-based prediction, 
the linear model is applied to both intra- and inter-coded shape. 
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FIGURE 12.8 Comparison of actual rates and output rates of neural network from [53] at full-scale (top) 
half-scale (bottom-left), and quarter-scale (bottom-right). The first four clips (corresponding to the first 100 
frames) are part of the training set, while the following three clips (corresponding to the remaining 75 frames) 
are part of the test set. ' 

2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0 1 8 0 
F r a m e index 

0 2 0 4 0 6 0 8 0 1 0 0 1 2 0 1 4 0 1 6 0 1 8 0 

F r a m e index 

FIGURE 12.9 Comparison of actual distortions and output distortions of neural network from [53] Distortion 
is measured between original and reconstructed binary map from half-scale (left) and quarter-scale (right) The 
first four clips (corresponding to the first 100 frames) are part of the training set. while the followino three clips 
(corresponding to the remaining 75 frames) are part of the test set. 

As stated in [6], the rate model is given by 

Rj=ain + bi (12.4) 

w h e r e i s the number of boundary blocks, a, and b, are model parameters, and i denotes the resolution 
scale. Linear regression is used to estimate the model parameters based on past data points. 
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Similar to the rate model, the distortion model is given by 

bj = Cjn + di (12.5) 

where r, and <7, are model parameters, which are also calculated using linear regression on past 
data points. However, it has been observed that more complex boundaries will always produce 
more distortion, therefore a shape complexity measure based on a normalized perimeter has been 
introduced: 

K=n^i£L , 1 2 . 6 , 

s 
where /;/ denotes the perimeter of each boundary block and S the number of nontransparent pixels 
in the shape. This complexity measure is factored into the distortion model in a multiplicative way 
such that the new distortion model becomes 

bi = Cjicn + di (12.7) 

Simulation results in [6] confirm the accuracy of the above approach for both intra- and inter-coded 
shapes at various levels of resolution. 

12.3.3 RATE CONTROL 

In object-based coding, the problem of coding additional shape information becomes critical at lower 
bit rates. At higher bit rates, the shape bits occupy a much smaller percentage of the overall rate. In 
the following, we first describe a buffering policy to account for the additional shape information in 
object-based coding. With object-based coding, there is also some flexibility in allocating rate among 
texture and shape information, so we also discuss bit allocation among texture and shape. In both 
cases, the bits used for shape are estimated from the R-D models described in Section 12.3.2. Finally, 
we discuss how rate control decisions for different objects may impact the overall composition of a 

12.3.3.1 Buffering Policy 

In frame-based rate control, the bits used to encode a frame, Tc, are added to the buffer. Let the buffer 
occupancy at time t be denoted by B(t). To help ensure that the buffer will not overflow, a frameskip 
parameter, A', is set to zero and incremented until the following buffer condition is satisfied: 

B(t)<yBs (12.8) 

where Bs is the size of the buffer, and the value of y denotes a buffer margin having a typical value 
of 0.8. In the above, the updated buffer level is given by 

B(t) = B(t-T) + Tc-TA(N+\) (12.9) 

where B(t — r) denotes the buffer level of the previously coded frame and is the amount of bits 
drained from the buffer at each coding time instant. 

In object-based coding, the buffering policy must account for the high percentage of shape bits 
at low bit rates. Let the estimated number of bits to code the shape for all objects in the next frame 
be denoted by rshape- Then, to ensure that there are a sufficient number of bits to code the texture in 
the next frame, the buffer condition given by Eq. (12.8) is slightly modified as 

B(t) + Tshape < yB, ( 1 2 . 1 0 ) 
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Another way to view the modified buffer condition is that the buffer margin is adaptively lowered 
according to the estimated bits for shape. In this way, if a relatively large number of bits are estimated 
for the shape, the rate control can account for these additional bits by skipping frames and allowing 
the buffer to drain. This will allow a sufficient number of bits to code all the information in the next 
frame, without compromising the spatial quality more than necessary. 

12 . 3 . 3 .2 Bit Allocation 

Generally speaking, bit allocation aims to minimize distortion subject to rate and buffer constraints. 
In an object-based coding framework, allocation of bits used for both shape and texture data could be 
performed in a joint manner. However, since the distortion metrics for shape and texture are different, 
it is not straightforward to derive a single cost function that accounts for both metrics. It should be 
noted that binary shape distortion is usually defined as the ratio of error pixels to the total number of 
nontransparent pixels, while texture distortion is defined according to mean-squared error between 
original and reconstructed pixel values. 

Let the total rate budget for an object be given by R — Rt + /? s , where R{ are the bits allocated for 
texture (including motion) and /? s are the bits allocated for shape. Given this allocation, the optimal 
texture and shape coding modes for each block in the object could be determined separately using, 
for example, conventional Lagrangian multiplier techniques. If R-D models are used to estimate the 
operating points for texture and shape at various quantizer values and conversion ratios, respectively, 
then some of the computational burden could be alleviated. The problem is then reduced to one of 
allocating the total bits for an object among Rt and Rs. This problem may also be posed at the frame 
level in which the optimization is conducted for all objects in a scene. 

The main difficulty with the above approach is allocating bits between shape and texture. To 
overcome this problem, a practical approach has been proposed in [50] , where rather than allocating 
a specific number of bits to shape, the maximum distortion for shape is controlled through the 
AlphaTH threshold instead. In this way, the shape will consume some portion of the total rate budget 
for a frame subject to a maximum distortion constraint and the remaining bits would be allocated to 
the texture. In [50], a method to dynamically adapt the AlphaTH threshold according to the buffer 
fullness and quality of the texture encoding has been proposed. 

1 2 . 3 . 4 ERROR CONTROL 

It is largely recognized that intra-refresh can play a major role in improving error resilience in video 
coding systems. This technique effectively minimizes error propagation by removing the temporal 
relation between frames. Although the intra-refresh process decreases the coding efficiency, it will 
significantly improve error resilience at the decoder, which increases the overall subjective impact in 
the presence of errors in the transmission. 

A key aspect to consider in applying intra-refresh schemes is to determine which components 
of the video to refresh and when. For object-based video, both shape and texture data must be 
considered. In [45], shape refreshment need (SRN) and texture refreshment need (TRN) metrics 
have been proposed. The SRN is defined as a product of the shape error vulnerability and the 
shape concealment difficulty, while the macroblock-based TRN is similarly defined as a product 
of the texture error vulnerability and the texture concealment difficulty. In both cases, the error 
vulnerability measures the statistical exposure of the shape/texture data to channel errors and the 
concealment difficulty expresses how difficult the corrupted shape/texture data is to recover when 
both spatial and temporal error concealment techniques are considered. 

Based on the above refreshment need metrics, novel shape and texture intra-refreshment schemes 
have been proposed in [46]. These schemes allow an encoder to adaptively determine when the shape 
and texture of the various video objects in a scene should be refreshed in order to maximize the 
decoded video quality for a certain total bit rate. 
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12.3.5 POST-PROCESSING 

Two specific needs for postprocessing shape data are considered in this subsection. First, given that 
the shape data defines objects in a scene, composition and alpha-blending techniques are required to 
generate a complete scene consisting of multiple objects. Second, considering that errors may occur 
during transmission, methods for error concealment become necessary. Both of these operations are 
performed at the receiver and will be discussed further below. 

12 .3 .5 .1 Composition and Alpha Blending 

As mentioned earlier, composition issues may arise due to lossy coded shape or the coding of multiple 
objects at different temporal rates. In [50] , undefined pixels due to lossy shape coding were simply 
assigned a gray value. Since maximum distortion in a block was controlled using AlphaTH, which 
only took values in the range [0 .64 ] . the impact on visual quality was not noticeable. With higher 
levels of shape distortion, more sophisticated methods would be required to recover the pixel values 
for the texture. In [29] , object coding with different temporal rates was considered. In this work, 
undefined pixels were assigned values from the reconstructed object with minimum distance to the 
undefined pixel coordinate. 

12 .3 .5 .2 Error Concealment 

Concealment techniques could be divided into two categories: temporal and spatial. Temporal con
cealment techniques rely on shape information from previous time instants to do the concealment, 
while spatial concealment techniques use information only from the current time instant. Several 
techniques for spatial and temporal concealment are outlined below. 

The earliest known attempt to address this concealment problem for shape was proposed in [13] . 
where the idea of extending conventional motion-compensated concealment techniques for texture 
to shape was explored. In this way, when a given block of shape data is corrupted, the decoder 
conceals it by copying a block of shape data from the previous time instant. This could be achieved 
by simply copying the co-located block of shape data from the previous time instant. Alternatively, 
a motion vector estimate may be obtained such that the corrupted block in the current time instant 
is replaced by a displaced shape block from the previous time instant. Temporal concealment was 
further investigated in [40] considering that the boundary of the shape data of a given video object 
does not change significantly in time and thus these changes can be described by a global motion 
model. Based on this assumption, the global motion parameters are estimated at the encoder and sent 
along with the encoded bitstream to the decoder. With this method, the decoder would apply global 
motion compensation using parameters derived at the encoder to restore the corrupted contour, then 
fill in the concealed contour to recover the entire shape. An extension of this approach was proposed 
in [48] , which eliminates the need for an encoder to send additional information by performing the 
estimation of global motion parameters at the decoder using available shape data. Additionally, this 
approach improves performance by adding a motion refinement step to better deal with shapes that 
have some local motion. 

The above temporal concealment techniques are advantageous since there is access to past infor
mation that can significantly enhance the recovery of shape data, especially in cases where the shape 
does not change much. However, when the shape changes significantly over time or concealment is 
applied to still or intra-coded shapes, spatial concealment techniques should be used instead. 

Spatial shape concealment was first addressed in [43]. In this work, the shape was modeled with 
a binary MRF and concealed based on maximum a posteriori (MAP) estimation. According to this 
algorithm, each missing shape element in a missing block is estimated as a weighted median of the 
neighboring shape elements that have been correctly decoded or concealed, where the weights are 
assigned adaptively based on the likelihood of an edge in that direction. For each missing shape 
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F I G U R E 1 2 . 1 0 Performance comparison of error concealment techniques. Top-left: original shape image; 
top-right: corrupted shape image with 25% of total blocks lost; bottom-left: shape image recovered using 
method of Shirani et al. [43]; bottom-left: shape image recovered using method of Soares and Pereira [47]. 

block, this procedure is iteratively repeated until the algorithm converges. Additionally, if several 
consecutive missing blocks have to be concealed, the procedure is recursively applied to all the 
missing shape blocks. This method obviously has some computational burdens, but may also suffer 
in concealing isolated blocks since only local statistics of the data are considered. In an attempt to 
overcome these drawbacks, a method that interpolates the missing contours based on the available 
surrounding contours using Bezier curves has been proposed in [47] . These cubic parametric curves 
are fully determined by four points, which include two end points at the boundaries of a lost block 
and two additional control points within the region of the lost block. A method for determining 
the control points that ensure certain smoothness and continuity constraints has been presented. 
Figure 12.10 compares the performance between the concealment method of Shirani et al. [43] and 
that of Soares and Pereira [47] . Besides providing a lower complexity solution, the method by Soares 
and Pereira provides an improved recovery of the shape data that is characterized by a more accurate 
representation of the original shape and fewer artifacts. 

1 2 . 4 A P P L I C A T I O N S 

This section describes how shape coding and object-based video coding, in general, could be applied 
for surveillance and interactive TV applications. 

1 2 . 4 . 1 SURVEILLANCE 

Here we describe a surveillance application system that utilizes object-based coding techniques to 
achieve efficient storage of video content [49]. In this system, certain inaccuracies in the reconstructed 
scene can be tolerated; however, subjective quality and semantics of the scene must be strictly main
tained. As shown in Figure 12.11, the target of this system is the long-term archiving of surveillance 
video, where several months of video content from multiple cameras would need to be stored. 

One of the major advantages of object-based coding is that each object can vary in its temporal 
quality. However, in terms of rate-distortion metrics, only minimal gains in coding efficiency could be 
achieved [51] since the composition problem typically limits the amount of temporal frame skipping 
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F I G U R E 1 2 . 1 1 Application system for surveillance employing object-based coding for long-term archive of 
video content. 

F I G U R E 1 2 . 1 2 Sample reconstructed frame of festA sequence. Left: frame-based reconstruction; right: 
object-based reconstruction. 

of the background object. Fortunately, in the surveillance system being discussed here, obtaining the 
full background without any foreground objects is not a problem. Also, subjective video quality is 
the main consideration. 

In this system, a single background image is compressed using frame-based coding, and the 
sequence of segmented foreground objects are compressed using object-based coding; the background 
image is simply repeated for each reconstructed frame. Performing the object-based compression in 
this way gives rise to differences in the background pixels, especially for outdoor scenes that, for 
example, have swaying trees and objects due to wind conditions. 

To demonstrate the effectiveness of this approach, the above object-based coding methodology 
is applied to several surveillance test sequences. Sample reconstructed frames of one sequence using 
frame- and object-based coding are shown in Figure 12.12. In this test sequence, wind is blowing 
the striped curtain, tree branches, and hanging ornaments; all of which are coded and accurately 
represented by the frame-based coding result. However, for the object-based coding result, these 
moving background elements are not recorded and only the moving foreground object is coded at each 
time instant. Semantically, however, these sample frames are equivalent. Table 12.1 summarizes the 
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TABLE 1 2 . 1 
C o m p a r i s o n o f Storage R e q u i r e m e n t s ( in KB) 
f o r F rame-Based a n d O b j e c t - B a s e d C o d i n g 

Sequence festA festB festC festD rain tree 

Frame-based 178 173 35 116 78 43 
Object-based 17 18 13 18 22 10 

% Savings 90.5 89.6 62.9 84.5 71.8 76.7 

Note: Background image for object-based coding results are 
included (fest: 9KB; rain: 4KB; tree: 4KB). 

storage requirements over a broader range of sequences; it is clear that object-based coding provides 
favorable savings in the bits required to store the compressed video sequences. 

1 2 . 4 . 2 INTERACTIVE T V 

With the increasing demand for access to information for handicapped people, TV has to become 
accessible for the hearing impaired. Overlaying a person signing the spoken words over the video 
will enable this functionality. Transmitting this person using object-based coding and overlaying this 
object over the regular TV program enables the user to select whether this optional video object 
should be presented in order to not diminish the presentation for the nonimpaired viewers. 

MPEG-4 shape coding can also be used for transmitting shape information independent of the 
video signal. This allows for transmitting a map of labels that can be used for interactive TV. If the 
user moves a cursor with the remote control over the video and clicks, the action to be performed is 
determined by the label of the map corresponding to the position of the cursor. This action can select 
items for teleshopping or request background information on the object or person identified. 

Object-based video can also be used for overlaying news reporters over live footage at the TV 
receiver instead of at the broadcast studio. This is of special interest for Internet TV, where the same 
news story might require reporters talking in different languages. In this scenario, the background 
video is sent as an rectangular-shaped video object on one channel and the news reporter with the 
desired language represented as an arbitrarily shaped video object is selected on the second channel. 
The receiver composes these objects into one video. 

Multipoint video conference systems would like to present the remote participants in an homo
geneous environment to the local participant. This can be easily achieved when each participant is 
represented as an arbitrarily shaped video object. Scene composition can arrange the video objects 
on a common background and present the result to the local participant. 

1 2 . 5 C O N C L U D I N G R E M A R K S 

This chapter has described the shape coding tools that have been adopted in the MPEG-4 coding 
standard. The context-based arithmetic encoder uses a template to define the context for coding the 
current pel of a binary shape bitmap. If objects have arbitrary transparency, then these values are 
coded using MPEG-4 tools like DCT and motion compensation. The integration of a shape coder 
with texture coding for object-based video coding requires use of texture extrapolation also known 
as padding. Lossy shape coding may create pels with undefined texture requiring the use of similar 
extrapolation techniques as well as concealment techniques. For video coding, binary shape coding 
is enabled in the MPEG-4 core, main and enhanced coding efficiency profiles, while gray-scale shape 
coding is only enabled in the main and enhanced coding efficiency profiles. 
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Beyond the fundamental shape coding techniques, we have discussed several issues related to 
encoder optimization, including R-D modeling of binary shape, rate control, and error control. 
A linear R-D model has shown to be effective in predicting rate and distortion of shape at various 
resolutions. Based on such models, we have reviewed buffering policies for maintaining a stable buffer 
as well as bit allocation techniques to distribute the rate among shape and texture. Furthermore, error 
control techniques that attempt to minimize error propagation in the decoder based on refreshment 
need metrics have been described. 

Postprocessing of shape data has also been covered in this chapter. In particular, an overview 
of various error-concealment techniques for the recovery of lost data during transmission has been 
described. Temporal concealment techniques are advantageous since there is access to past infor
mation to improve recovery results; however, spatial concealment is still needed in cases where the 
shape changes significantly over time or for concealment of still or intra-coded images. 

Finally, two promising applications of shape coding have been presented, including the use of 
object-based coding for long-term archiving of surveillance video resulting in bit savings between 
60 and 90%, and interactive television. 
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