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Abstract

A major constraint for mobile surveillance systems (e.g.
UAV-mounted) is the limited available bandwidth. Thus, ROI-
based video coding, where only important image parts are
transmitted with high data rate, seems to be a suitable so-
lution for these applications. The challenging part in these
systems is to reliably detect the regions of interest (ROI) and
to select the corresponding macroblocks to be encoded in
high quality. Recently, difference image-based moving ob-
Jject detectors have been used for this purpose. But as these
pixel-based approaches fail for homogeneous parts of mov-
ing objects, which leads to artifacts in the decoded video
stream, this paper proposes the use of a superpixel-based
macroblock selection. It is shown that the proposed ap-
proach significantly reduces artifacts by raising the moving
objects detection rate from 7 % to over 96 % while increas-
ing the data rate by only 20 % to 1.5—4 Mbifs (full HD reso-
lution, 30 Hz) still meeting the given constraints. Moreover,
other simple approaches (dilation) as well as state-of-the-
art GraphCut-based approaches are outperformed.

1. Introduction

One of the most common tasks of automatic surveillance
systems is to detect moving objects. Classically, surveil-
lance systems can be divided into fixed systems — e.g. for
traffic monitoring at intersections — and non-fixed systems,
such as mounted systems on Unmanned Aerial Vehicles
(UAv). Since for the former circumstances are known and
fixed regarding the angle of view, height above ground etc.,
it is relatively easy to design an appropriate moving ob-
ject detector. Common approaches use Frame Difference
Method (FDM)/Difference Image-Based Detection [1], em-
ploy background subtraction techniques to model and re-
move the background like shown in the overview paper [4],
or use fixed cameras [7], sometimes supported by additional
markers, e.g. to restrict the Regions of Interest (ROI) where
moving objects can occur [9]. Mobile video-based surveil-
lance systems like UAV-mounted systems have to deal with
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Figure 1. Example for a fully automatic moving object detection
utilizing a superpixel segmentation.

a high number of degrees of freedom like flight height, an-
gle of view, or size of ground objects to be detected. Con-
sequently, it is still a challenge to design a multipurpose
surveillance system for moving objects without too many
restrictions introduced by model assumptions.

It is a further requirement for mobile platforms to con-
sider the overall data rate since data transmission is crucial.
For instance, an 8 bit Pulse Code Modulation (PCM) coded
color video sequence in full HD resolution (1920 x 1080 pel,
30 Hz) results in a data rate of 622 Mbifs, As shown in [10],
for this input the popular video codec Advanced Video Cod-
ing (AVC) [8] is able to provide compressed data rates of 8—
15 Mbifs (employing x264 software, v0.78 [18]) and also the
latest ISO/MPEG video codec High Efficiency Video Coding
(HEVC) [2] provides minimal compressed data rates of more
than 6.5-12.5Mbifs for the test set at a subjectively “good”
video quality [12]. A further data rate reduction using these
codecs leads to subjectively annoying distortions and arti-
facts. However, for mobile channels an even lower chan-
nel capacity of only a few Mbifs has to be expected. Conse-
quently, specialized coding systems have to be designed.

One fundamental idea is to encode only the regions of in-
terest in high quality while saving bandwidth on the others.
An approach pursuing this idea employs a difference image-
based moving object detector utilizing global motion com-
pensation and is presented in [10]. However, as explained
in [11, 1], difference image-based approaches fail at the de-
tection of homogeneous regions like car tops. Thus, the de-
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tection rates of moving vehicles do not meet expectations.
Another issue occurs if a moving object is not detected ac-
curately in every single frame due to noise or occlusion.
Both will lead to artifacts in the decoded image.

To encounter these shortcomings of difference image-
based approaches while meeting the requirement of a very
low data rate, this paper introduces an improved approach
for moving object detection that combines the ideas of the
difference image-based approach presented in [10] with an
approach for temporally consistent superpixels [14].

The main contributions of this paper are twofold:

* A superpixel-based completion strategy to handle
moving objects that were only partially or fragmentar-
ily detected.

* A strategy to fill temporal gaps, which occur if a mov-
ing object is not detected in every frame, utilizing the
spatio-temporal information provided by temporally
consistent superpixels.

The results were evaluated in a video coding system sim-
ilar to [10] that is capable of transmitting full HD video se-
quences at a bit rate of about 1.5-4 Mbifs (at 30 Hz) at a sub-
jectively high video quality.

The remainder of the paper is organized as follows: Sec-
tion 2 takes a close look at the enhanced ROI coding sys-
tem. The focus of this section is on superpixel-based mac-
roblock selection extending activation masks generated by
the difference image-based moving object detector. Sec-
tion 3 shows the improved detection rate using the pro-
posed superpixel-based macroblock selector, compares it to
other macroblock selection approaches, and provides result-
ing coding bit rates. Section 4 finally concludes the paper.

2. Superpixel-based ROI Coding System

With regard to the constraints for UAV-mounted systems
described in Section 1, this paper introduces a new ROI-
based video coding system for UAVs, which is similar to
[10] but utilizes temporally consistent superpixels [14] in
order to significantly increase the detection rate for moving
objects while still meeting the mentioned bandwidth con-
straints. A block diagram of the coding system is depicted
in Figure 2. It consists of a modified AVC encoder that only
encodes a subset of all macroblocks. The initial activations
generated by the global motion compensation-based mov-
ing object detector (ROI-MO) (Section 2.1) are fed into a
selection block (Section 2.3) utilizing the superpixel seg-
mentation (Section 2.2) of the input video stream in order
to generate the list of macroblocks to be encoded for the
moving objects. In addition, the list of macroblocks for
new emerging image regions at the image borders is gen-
erated by the ROI detector for new areas (ROI-NA) based on
the global motion parameters (Section 2.1).
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Figure 2. Block diagram of the enhanced superpixel-based ROI
coding system (yellow (light): GMC/difference image-based mov-
ing object detector; magenta (dark): superpixel segmentation and
selection; green (mid-tones): video encoder).

2.1. ROI Coding System

The (block-based) AVC video encoder is modified to use
skip-mode only for macroblocks externally selected. In
doing so, macroblocks containing moving objects (or new
emerging image regions at the image borders) are forced
to be encoded (non-skip mode) and all other macroblocks
are forced to be not encoded (skip mode). To decode such
a data stream, a special decoder is required, which is ca-
pable of mapping all non-skip macroblocks to their correct
position and thus reconstruct the entire video sequence. A
thorough explanation of different decoding possibilities can
be found in [10].

For the Global Motion Estimation and Compensation
(GME/GMC) a planar landscape is assumed. Thus, one frame
k—1 can be morphed into the consecutive frame k employ-
ing a projective transformation. To determine its eight pa-
rameter set ay, all corners in the gray-scale representation of
the frames k—1 and k are extracted by the two-dimensional
gradient-based Harris Corner Detector [6]. Corners with
high gradients are used as features by a Kanade-Lucas-
Tomasi (KLT) feature tracker [17] to align the frames k—1
and k. Random Sample Consensus (RANSAC) [5] is then ap-
plied to eliminate outliers not matching the global motion.
Since the camera movement over the landscape is slow in
contrast to the frame rate of the camera (30 :z‘(‘)ﬁ ), the trans-
lational offset of two consecutive frames is relatively small
(< 50 2Ly [10].

frame

Given the global motion compensated previous frame k,
the moving object detector (ROI-MO) can compute the dif-
ference to the current image k indicating regions with mo-
tion different from the global motion. Basically, all pixels



with unequal luminance values are considered to be moving
objects. However, since noise and perspective aberration
are not of interest in contrast to moving objects, a morpho-
logical filtering is applied afterwards. After that, only con-
nected pixels are selected as moving objects and uncovered
background. The output of the ROI-MO is a binary map with
pixels representing either moving object (“1”, activated) or
background (“0”, not activated). Such a binary map can
be seen as initial activation mask for the macroblock selec-
tion. In such a scenario, each macroblock that contains an
activated pixel is selected for encoding.

New emerging parts at the image borders are also consid-
ered to be “regions of interest”. They are needed to properly
reconstruct the new image areas at the decoder side. Based
on the global motion parameters, those image areas, which
are inside the current frame & but not in the motion com-
pensated frame k can be easily calculated [10].

2.2. Superpixel Segmentation

Difference image-based moving object detectors aim at
the detection of pixels not matching the global motion. In
the case of homogeneous areas within a moving object such
detectors may fail and will only segment the borders and
textured areas of the moving objects [1]. When such detec-
tion results are used directly for the macroblock selection
in the video encoder, macroblocks containing only homo-
geneous parts of moving objects will not be encoded. This
leads to block errors (artifacts)in the final, reconstructed
video frame.

In order to overcome this problem, this paper proposes
the utilization of superpixels. The idea of superpixels was
initially proposed in [13]. It is to group spatially coherent
pixels sharing similar features, e.g. color or texture, into re-
gions of almost homogeneous size and shape. This can be
seen as a kind of oversegmentation. Superpixels are aligned
with the main object boundaries. Thus, pixels within a su-
perpixel in general belong to the same object.

Superpixels can be used to complement the pixel-based
activations generated by the ROI-MO detector described in
Section 2.1. It is achieved by broadcasting the pixel-based
activations to all other pixels assigned to the same super-
pixel. In the proposed implementation this is done by the
selection block from Figure 2, which selects all superpix-
els containing at least one activated pixel. For the genera-
tion of the superpixels, the temporally consistent superpixel
approach (TCS) described in [14] was chosen. In contrast
to common algorithms like mean-shift [3], which provide
a superpixel segmentation for each video frame individu-
ally, TCS provides temporally consistent results with unique
labels for each superpixel along the time line establishing
a temporal connection between the superpixels of different
frames. This finally allows to track the image region cov-
ered by each superpixel over time.

k-2 k-1 k
Figure 3. Temporally Consistent Superpixels are used to bridge
false negative detections of the ROI-MO: if no moving object (dot-
ted rectangle) is detected by the MO detector (cyan), the MO in
frame k£—1 would not be selected for coding. Due to TCS all blocks
containing the car will be detected in all frames.

The algorithm creates superpixels by clustering pixels
based on their five-dimensional feature-vector [labxy] built
of pixel color in the CIELAB color space and pixel position.
The feature-space is separated into a global color subspace
[lab] and multiple local spatial subspaces [zy]; unique for
each frame k. The clustering is done by minimizing an
energy function using an iterative optimization framework.
By utilizing an observation window that if shifted over the
video volume along the time axis real-time capabilities are
preserved. A more detailed description of the TCS algorithm
can be found in [14].

2.3. Superpixel Selection

Superpixels are of almost homogeneous size and shape
which is especially beneficial in the case of erroneous acti-
vations, when the ROI-MO gives false positive results, i.e. a
moving object has been falsely detected. In those cases the
utilization of unconstrained regions could lead to a waste-
ful use of the available bandwidth, as false pixel activations
would be propagated to a potentially larger area.

In principle, a superpixel is selected if it contains an acti-
vated pixel. As a consequence an extended activation map is
created, in which all pixels are activated that are comprised
by the selected superpixel.

It can occur that a moving object is not accurately de-
tected in every single frame due to either noise in the ac-
tivations or occlusions. This leads to artifacts at the mov-
ing object in the reconstructed images. In those cases, the
temporal connections between the temporally consistent su-
perpixels of each frame can be utilized to fill these tempo-
ral gaps. Basically, in addition to the superpixels, which
are selected in the current frame k, all superpixels that are
temporally connected to them are also selected. Figure 3
illustrates this idea. Without the use of TCS the moving ob-
ject (dotted rectangle) would be detected only in the frames
k—2 and k based on the initial activations (cyan points) and
the corresponding superpixel in frame k—1 would not be
selected. To avoid the continuous tracking of false positive
activations, e.g. edges of buildings falsely classified as mov-
ing objects, a sliding window with length L is introduced in
the time domain and only superpixels that are temporally
connected within this sliding window are selected. There is
a trade-off between the bridging due to missing activations



and the resulting coding efficiency. This trade-off can be
adjusted altering L.

The selection of the right number of superpixels per
frame is also a trade-off between true positives (TP, a mov-
ing object is classified correctly) and false positives (FP).
Thus, it has a direct impact on the detection rate as well as
the resulting coding efficiency. It is obvious that the optimal
number of superpixels differs with flight height and camera
optics, as both have an impact on the object size in the im-
ages. In order to normalize the number of superpixels per
frame N, the ground resolution R — measured in Pe¥m — of
the images was employed. An ordinary car with a length of
4.5 m and a width of 1.7 m (covering an area A) is assumed
to be the average moving object. The number of superpix-
els covering one complete car C' deliberately was selected
to be approximately 2 to 3. Thus, for a full HD resolution
the number of superpixels per frame can be calculated as

follows:
N — C x 1920 x 1080

RZx A

(1
3. Experiments

The coding system described in Section 2 was imple-
mented using C++and MATLAB. For the task of a fully auto-
matic moving object detection and coding system, the pro-
posed superpixel-based macroblock selection (SP) is com-
pared to the following other macroblock selection methods:

* ROI-MO only, difference image: Diff

* ROI-MO with dilation: Dil

* ROI-MO with GraphCut-based segmentation: GC

The Diff-approach uses the simple difference image-
based (binary) activation mask generated by the ROI-MO
without any further processing. For the dilation-based ap-
proach (Dil) these binary activation masks were dilated sev-
eral times until all moving objects are properly covered. For
the GraphCut-based approach (GC), representing a state-of-
the-art image segmentation approach, the efficient SlimCut
implementation was used [16]. For the evaluation using
SlimCut the weighting parameter between unary and pair-
wise potentials was set to v = 50, which was proposed as a
versatile setting for different images [15]. In subjective tests
it proved to be a good choice also for the test sequences.
White pixels from the binary activation masks were used as
foreground initialization, black pixels eroded by 64 pixels
were used as background initialization.

Several airborne HD sequences were recorded with a
frame rate of 30 frameys from different flight heights (see an
example in Figure 4). For these recordings a consumer cam-
corder, the JVC GY-HMI00E, was used at 390 mm (equiva-
lent focal length in 35 mm film format) obtaining measured
ground resolutions between 43-21 refm or an average super-
pixel diameter of 65-32 pel (see Section 2.3).

For the comparison of the different macroblock selec-
tion methods, an initial activation mask was created using

(a) GT (b) Diff (c) Dil (d) GC (e) SP
Figure 5. Ground truth (GT) (a) and (extended) activation masks
(b-e), (e) shows also the coding raster. White="“moving ob-

ject/uncovered background (ROI-MO)”, black="background”.

(b) Lower car

(a) Upper car

Figure 6. Macroblock coding mask for both cars in the sequence.
Yellow (light) blocks would be coded based on the result of Diff,
blue (dark) blocks are additionally coded by SP.

the output of the ROI-MO (Figure 5(b)). These initial masks
were then used as input for the other selection methods in
order to generate extended activation masks (Figure 5). Fi-
nally, these activation masks were turned into coding masks
used during the encoding process. Figure 6 highlights the
gain of the superpixel-based approach (SP) compared to the
unmodified Diff proposed in [10], which already hints at an
improved resulting image quality. Although the rear of the
lower car is not entirely detected by the SP the detection ac-
curacy beats any competitor.

However, in a coding system next to a high detection
rate for moving objects also the resulting data rate has to be
taken into account. Thus, the number of false positives (FP)
needs to be as low as possible in order to efficiently use the
available bandwidth and achieve a maximum image qual-
ity. Therefore, the ratio between true positives (TP) and FP
is crucial. In order to assess the performance of the differ-
ent approaches, results were generated for a number of test
sequences. They are shown as Receiver Operating Charac-
teristics (ROCs) in Figure 7.

As Diff was used to initialize all other methods, the re-
sults for Diff correspond with the beginnings of the curves
for Dil, which is outside of the plots. The corresponding
values are TP, FP: 7%, 0% for the low ground resolution
(Figure 7(a)) and TP, FP: 36 %, 0 % for the high ground res-
olution (Figure 7(b)).
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Figure 7. Receiver Operating Characteristics (ROCs). TP rate cal-
culated pel-wise.

The Dil-approach was used as a baseline. The results for
an increasing number of dilation iterations are depicted (la-
bels on graphs in Figure 7). It is evident that the TP-rate
increases with the number of iterations. GC achieves the
lowest and thus the best FP-rate but at the cost of the lowest
TP for all sequences (black dots). Hence, GC is considered
not to be suitable for a surveillance system. Moreover, it
can be stated that the results for GC strongly depend on the
quality of the initialization for each moving object.

The results for SP were calculated with respect to Equa-
tion (1), once for the number of superpixels per frame N =
1000 for the low ground resolution (21 re¥m, Figure 7(a))
and once for NV = 250 for the high ground resolution test
sequence (43 pefm, Figure 7(b)), respectively (purple filled
triangles). Different sliding window lengths [ = [1...11]
have been tested to determine the optimal operating point
for the selection task. For the former sequence, a SP num-
ber of N = 1000 (triangles) leads to an optimal segmenta-
tion. Also for the latter sequence the automatically derived
N = 250 as suggested by Equation (1) already outperforms
the dilation (dark red crosses). The optimal segmentation
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Figure 8. Data rate over TP-rate.

(a) Diff (b) Dil (c) GC (d) sp

Figure 9. Resulting image quality after decoding (frame 10). Es-
pecially note the high amount of artifacts in (a) and (c).

result is reached for N = 700 (light red triangles).

Figure 8 shows the resulting data rate over the (pel-wise
calculated) TP-rate for fixed coding conditions (Quantiza-
tion Parameter (QP) = 33). With an increase in data rate
(= 20 %) compared to Diff, both Dil (with 40 iterations)
and SP achieve a significant higher detection rate, which is
> 90 %, whereas Diff has only a TP-rate of about 7 %. While
consuming a lower data rate than Dil, SP achieves the high-
est TP-rate (= 97 %) with a sliding window length (SWW) of
three, which turned out to be the optimal value considering
all test sequences. It should be noted that the data rate for
Dil increases with the number of dilation iterations.

Finally, the resulting subjective image quality after ROI
encoding and decoding is depicted in Figure 9. The im-
age quality of Diff shown in Figure 9(a) indicates that this
simple selection approach distorts moving objects. The
Dil-approach is simple and works fine in terms of the re-
sulting activation mask as well as in the subjective qual-
ity evaluation (Figure 9(b)). All true positives (moving ob-
jects/uncovered background) are (nearly) covered. Since at
the same time also the false positive-rate is increased by
selecting a lot of false macroblocks (see activation mask
Figure 5(c)), the data rate is the highest in this test. Fur-
thermore, a simple dilation of the activation masks requires
manual control to set the correct dilation parameter (as done
in this test) in order to make sure that all moving objects are
covered correctly, especially if the initialization is of vary-
ing quality. With the given initialization, GC fails to prop-
erly and fully segment the moving objects for an appropri-



ate macroblock selection. Thus, the resulting image quality
is rather poor (Figure 9(c)). The given initialization is not
sufficient, as the number of seed pixels required for a good
result is too low. It is evident as stated above that GC is
an unsuitable candidate for this non-interactive, automatic
task. In contrast to that, the superpixel-based approach SP is
able to segment all moving objects with the given initial ac-
tivation masks without any further context information pro-
vided by the moving object detector. With the highest TP-
rate and a lower data rate than the Dil-approach, it achieves a
good subjective image quality (Figure 9(d)). Thus, this au-
tomatic approach is an ideal candidate to significantly im-
prove the detection rate (and thus the image quality) with
only a moderate increase for the resulting data rate com-
pared to those approaches not meeting expectations.

4. Conclusion

In this paper a novel ROI-based video coding system for
UAVs is introduced that combines a difference image-based
moving object detector with a temporally consistent super-
pixel segmentation. It was shown that the utilization of su-
perpixels to extend the activation masks of the object detec-
tor can raise the detection rate of moving objects from 7 %
to over 96 % while increasing the data rate by only 20 %
to 1.5-4Mbiys (full HD resolution, 30 Hz) still meeting the
constraints for an UAV-mounted video coding system. The
proposed approach was compared to a method utilizing a
state-of-the-art GraphCut-based segmentation that achieves
a significantly lower detection rate resulting in severe arti-
facts in the decoded video stream. Additionally, it was also
shown that the proposed approach outperforms a dilation-
based method in both the achievable detection rate as well
as the resulting data rate. Moreover, the proposed approach
allows for a fully automatic surveillance system, whereas
the dilation approach requires at least an initial manual set-
ting of the dilation parameters.
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