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Abstract
Despite strong interest in cloth simulation on the one hand
and tracking of deformable objects on the other, little effort
has been put into tracking cloth motion by modelling the
fabric. Here, an analysis-by-synthesis approach to tracking
textiles is proposed which, by fitting a simulated textile to a
set of contours, is able to reconstruct the 3D-cloth config-
uration. Fitting is accomplished by optimising the param-
eters of the mass-spring model that is used to simulate the
textile on the one hand and the positions of a limited num-
ber of constrained points on the other. To improve tracking
accuracy and to overcome the inherently chaotic behaviour
of the real fabric several techniques for tracking features on
the cloth’s surface and the best way for them to influence
the simulation are evaluated.

1. Introduction
Cloth simulation has secured an important spot in today’s
film industry. The employed systems, however, mostly fo-
cus on producing believable animations, rather than realis-
tic simulations. Simulations used for cloth tracking, on the
other hand, should produce a motion as realistic as possi-
ble. The possibility of tracking fabrics by synthesising an
observed scene with a mass-spring based cloth simulation is
demonstrated in the following. It was found that, as a result
of the inherently instable behaviour of cloth, improvements
can be gained by introducing non-physical forces to bias the
simulation towards following the observed behaviour.

The general approach to synthesising a scene can be
summarised in following steps: Firstly, silhouettes are ex-
tracted and features on the cloth’s surface are tracked and
secondly, cloth properties and the positions of constrained
points on the fabric are optimised to fit the simulation to
observed silhouettes and tracked features. A configuration
is evaluated by simulating it, using the difference between
captured and simulated silhouettes as error function.

The remainder of this work is structured as follows. Sec-
tion 2 briefly summarises the state of the art in cloth tracking
and the development of the cloth simulation literature. Sec-

tion 3 introduces the cloth model and summarises the con-
tributions presented in this work. Section 4 contrasts several
tracking procedures. The employed optimisation strategy is
detailed in section 5, results are presented in section 6, and
a summary is given in section 7.

2. Previous Work
Even though great interest has been shown in both cloth
simulation and cloth tracking only little effort has been put
into combining the techniques. In a previous publication
we presented an algorithm that fits a cloth simulation to an
observed rectangular cloth by optimising the parameters of
the simulated cloth model [12].

Jojic and Huang [13] also employed an analysis-by-
synthesis approach to estimate the hidden points a cloth is
resting on. Their procedure depends on 3D-range data of
the real cloth and the two-phased nature of their algorithm
restricts its application to static situations.

The approach of Bhat et al. [2] is quite similar to our
own, however, their goal is fundamentally different. They
attempted to extract the static and dynamic fabric param-
eters from video images assuming knowledge of the ex-
act positions of constrained points of the observed square
fabric. Utilising a simulated annealing optimiser they were
able to show that their setup allows them to reconstruct the
parameters for a number of different fabric types. Their re-
search, however, lacks verification with a mechanical cloth
parameter estimation method such as the Kawabata Eval-
uation System [15]. The method has also been criticised
because it is apparently unable to accurately estimate the
bend resistance parameter [23].

Charfi et al. proposed a procedure for estimating the
damping parameters of a textile by analysing the trajecto-
ries of a cloth that is dropped from a framework [7]. The
movement of markers stuck on the surface of the fabric is
recorded by a motion capture system. The viscous param-
eters can then be obtained by adjusting a simulation of the
fabric to fit the observed behaviour. Since they found the
global optimisation to be instable they iteratively estimate
these parameters independently for every frame.
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Other cloth tracking and reconstruction approaches do
not make use of a cloth simulation to guide the reconstruc-
tion. The algorithm by Pritchard and Heidrich [23] can be
divided into three stages. First, stereo correspondence is
used to reconstruct most of the textured cloth. Then, holes
are interpolated and Lowe’s SIFT descriptor [17] is em-
ployed to map points on the world-space cloth to points on
the two dimensional reference cloth. Identified points are
finally connected by a seed-and-grow algorithm, rejecting
spurious points in the process.

Several other algorithms to recover the three dimensional
layout of a cloth were published. Scholz and Magnor [25]
presented one approach that used optical flow to calculate
the three dimensional scene flow. Holes in the model are
not interpolated as in Pritchard’s approach. Instead a de-
formable cloth model is matched to the surface, minimis-
ing the deformation energy of the patch. Drift is countered
by constraining the edge of the simulation to the silhouette
of the real cloth. Unfortunately, their algorithm was only
demonstrated on synthetic data. Their work was continued
with a publication on tracking cloth marked with a pseudo
random coloured dots pattern [26]. The proposed algorithm
detects coloured ellipses using colour and brightness in-
formation and identifies the exact position on the cloth by
examining their local neighbourhood. The identified loca-
tions are connected in a way similar to Pritchard’s approach.
Three dimensional coordinates are reconstructed by using a
multi-camera setup. As a last step holes are filled by means
of a thin-plate spline interpolation technique.

Recently, an extension to the approach was presented
by White et al. [29] who proposed a stereo-setup to recon-
struct a random pattern of coloured triangles printed on
a cloth. Their principal contributions are an extension to
the seed-and-grow algorithm introduced by Pritchard and
a strain minimisation technique that allows them to recon-
struct points that are visible in one camera only.

The other important area of research employed in this
work, particle system based cloth simulation, was pioneered
by Terzopoulos et al. [27]. In their work a number of tech-
niques that are common now such as semi-implicit integra-
tion, hierarchical bounding boxes, and adaptive time-step
control were proposed. Until Baraff and Witkin reintro-
duced semi-implicit integration [1], decreasing the compu-
tational cost of cloth simulation significantly, explicit inte-
gration techniques were common.

In the last few years two major strands of development
can be made out in the cloth simulation community. One,
aiming for real-time simulation, focusses on computation
speed alone, sacrificing expressiveness and accuracy if nec-
essary. Desbrun et al. simplified the equation system that
needs to be solved every step by precomputing parts of
it [10]. Kang and Choi used a coarse mass-spring discreti-
sation and added wrinkles in a post-processing step by in-

terpolating with a cubic spline [14]. Oh et al. introduced a
new semi-implicit integration technique that, besides side-
stepping the unnatural damping of Baraff and Witkin’s in-
tegrator, is reportedly able to run in real-time [21].

The other strand attempts to simulate cloth as realisti-
cally as possible. The use of nonlinear cloth properties has
been introduced by Eberhardt et al. [11]. Simplified nonlin-
earities have since been integrated into a number of systems
such as [9, 4]. Impressive results have been presented by
Volino and Magnenat-Thalmann [28]. The fabric properties
employed in their system are not only nonlinear but exhibit
hysteretic behaviour.

3. Overview
Unlike most other cloth tracking approaches an analysis-
by-synthesis technique is proposed here. That is a scene
containing cloth motion is reconstructed by optimising the
parameters of a cloth simulation so that it matches the ob-
served data. This approach has several advantages. Firstly,
parts of the real cloth that are temporarily hidden are still
modelled by the simulation. Secondly, no interpolation
of holes has to be performed. Thirdly, since a full cloth
simulation is implemented, strain release as introduced by
White et al. [29] becomes superfluous. A full cloth sim-
ulation has the additional advantage that the dynamic be-
haviour of the textile is integrated automatically into the re-
construction.

Figure 1: On the right a single mass-point deviates 2cm
from the original configuration, severely impacting the final
outcome of the simulation.

Unfortunately, the instability inherent in real as well as
simulated cloth leads to the eventual divergence of real
world and simulation even if initial condition and simula-
tion are correct [9]. The problem is demonstrated in fig-
ure 1. The only difference between the two simulations of
1m × 1m fabrics is that a single of 900 mass-points was
offset by 2cm in the initial configuration of the right sim-
ulation run. This simple setup demonstrates that even mi-
nor deviations from a given original cloth configuration can
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severely impact the final outcome. Besides inaccurate ini-
tial condition other influences such as coarse quantisation
and numerical accuracy limit the achievable accuracy of the
simulation.

This problem can be addressed in several ways but only
one was deemed feasible and is consequently explained
here. Virtual springs are attached to points on the simu-
lated surface, attracting them to tracked world space coor-
dinates. Although introducing non-physical forces into the
simulation should be discouraged, because the ability of the
system to reconstruct hidden geometry is lost, we still fol-
low the approach here because this property is not needed
within the scope of this project.

Linear springs (f ∼ d) as well as springs proportional
to the inverse of the squared distance d (f ∼ 1/d2) are ex-
plored. The advantages of reciprocal forces are their inher-
ent outlier rejection and the fact that the strongest forces
hold points in place instead of accelerating them which
could cause the simulation to become instable.

Unlike suggested in our previous work [12] tracked
points are not just employed to establish attraction forces
but become part of the evaluation function and consequently
directly influence the optimisation. The other contribu-
tion presented in this work is an attempt to simplify the
experimental setup by using fewer cameras. The loss of
achievable accuracy is quantitatively examined. Addition-
ally, primarily as a measure to speed up the optimisation,
the method suggested by Charfi et al. [8] is explored. That
is cloth properties are estimated independently for every
frame. Figure 2 contrasts the two approaches. Our pre-
vious optimisation strategy [12] shown on the left has two
loops, optimising cloth properties in an outer loop, because
they are invariant during a sequence and positions of con-
strained points in an inner loop because they change every
frame. The new strategy uses only one loop and estimates
all parameters for every frame.

Parameters
Frame

Parameters
All

Simulator
Scene

Optimiser Simulator
Frame

Parameters

Frame
Optimiser

Scene

Optimiser

Figure 2: Two optimisation paradigms are evaluated.

3.1. Cloth Modelling
At the heart of the proposed tracking system a cloth sim-
ulation is responsible for integrating fabric dynamics into
the tracking procedure, performing stress reduction and en-
suring that all proposed configurations are legal. It is con-
sequently an important module of the tracking system. A

damped mass-spring system as used in most cloth simula-
tions forms the basis of the system. The force fspring on
two connected mass-points is given by

fspring = ±

(
ks
|∆x| − l0
|∆x|

+ kd
∆x ·∆v

|∆x|2

)
∆x

where ks and kd are stiffness and damping constants, ∆x
and ∆v denote the differences between the two involved
particles in position and speed respectively, while l0 sig-
nifies the restlength of the connecting spring. Unlike pro-
posed for some simple systems bending is not modelled by
springs connecting every other particle but by quad-based
bend resistances as proposed by Bridson et al. [6]. Addi-
tionally, a sophisticated air-resistance model, originally in-
troduced by Bhat et al. [2], is employed by adding a non-
linear normal and a tangential force to the corners of mov-
ing triangles,

fair = −A

(
kn

|vn|2

1 + kf |vn|2
· vn

|vn|
+ ktvt

)
,

where kn, kt, and kf are material dependent coefficients
and A denotes the area of the triangle. Normal and tan-
gential speeds vn and vt are computed by decomposing
the average speed of a triangle normal and tangential to its
surface. An additional measure which was originally intro-
duced by Provot [24] to speed up the simulation can also
be interpreted to provide a piecewise linear approximation
of the non-linear behaviour of cloth. The method consists
of applying additional impulses to particles connected by
springs that have moved too far apart or too close together.

The collision detection is closely related to the system
proposed by Bridson et al. [5]. The only major difference
between our systems is that higher order discrete oriented
polytopes (k-DOPs) are used instead of axis aligned bound-
ing boxes. At heart k-DOPs are bounding volumes that use
a fixed number of pairwise parallel planes to bound an ar-
bitrary volume. The simplest form is the 6-DOP which
is equivalent to an axis aligned bounding box. Higher or-
der k-DOPs are ordinarily constructed by adding additional
planes to the 6-DOP. The most common k-DOPs are dis-
played in figure 3. As discovered by Mezger et al. [20] 14-
DOPs exhibit the highest performance when they are used
for bounding cloth.

4. Tracking
Attraction forces can be defined to attract points of the sim-
ulated cloth either directly to features identified and tracked
in the pattern of the cloth in one or more views of the scene
or to an explicit sparse three-dimensional reconstruction of
the cloth. Attraction to 3D-points is simpler and thus con-
sidered first. Features are detected and descriptors are cal-
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Figure 3: The most common discrete oriented polytopes
are constructed by adding additional bounding planes to the
axis aligned bounding box. Here 6, 14, 18, and 26-DOPs
are displayed bounding a sphere.

culated for them using the Scale Invariant Feature Trans-
form (SIFT) [18].

In order to be able to attach attraction forces to the simu-
lated cloth its initial position must be known. For all exper-
iments it is assumed that the cloth is initially resting flat on
the ground. Thus, an unambiguous mapping from camera
coordinates into world coordinates can be defined and 2D-
coordinates in cloth space (u, v) can be assigned to features
detected in the initial frame. Combining features from dif-
ferent views enforcing minimal distances and SIFT descrip-
tor differences these markers can be re-identified in subse-
quent frames either using a tracking algorithm or the first
frame as the reference.

The tracking procedure can be improved by restricting
the distance a marker may move from one frame to the next
in world and camera coordinates which is trivial to assert. It
is additionally possible to enforce that markers cannot move
apart. This constraint is based on the assumption that cloth
cannot stretch more than a few percent. As the initial dis-
tances between tracked features are known, it is possible to
reject markers that do not fit into the distance grid. Assum-
ing that there are substantially less outliers than there are
inliers, a voting approach can be taken to identify the for-
mer. That is the difference between the distances in world
coordinates dwij between markers i and j, (i 6= j) within
one frame and the corresponding distances in 2D-cloth co-
ordinates dcij are used to reject markers which violate too
many distance constraints.

Additionally, restricting the maximum distance a marker
may move between consecutive frames eliminates a few
spurious markers. This filter can be applied either in world
coordinates to markers or in camera coordinates to features
tracked from one frame to the next or to both. Applying it
to features in camera coordinates has the advantage that it
can be employed before markers are formed. An affected
marker may then possibly be preserved which would oth-
erwise have been rejected by the same criterion in world
space. However, it may not be possible to catch all markers
in camera coordinates so it is desirable to run the filter in
world space as well.

Rays identifying features are cast from camera origins

Figure 4: 3D-markers are generated by intersecting rays
shot from camera origins through the corresponding image
planes into the scene.

through the corresponding image planes. Several such rays
from different cameras identifying the same feature ideally
intersect at exactly one point in world space. In practice,
however, due to inaccuracies capturing the images, calcu-
lating camera parameters, and detecting the features, they
do not necessarily do so. Thus, marker position p is derived
from involved rays by computing

p =
1
N

N∑
i=1

N∑
j=1

cij i 6= j

where N denotes the number of involved rays and cij is the
position of the closest point on ray i to ray j,

cij =
di · (dj ×mj)− (di · dj) (di · (dj ×mi))

(di × dj) · (di × dj)
di+di×mi.

Here d and m denote direction and momentum of rays de-
fined in Plücker Coordinates [3].

4.1. 2D-Tracking
Due to the excessive loss of markers which is primarily a
result of the difficulty of combining features from distinct
cameras a different approach is described here which com-
pletely avoids this step. The difficulty of identifying fea-
tures between cameras is a result of the large angles between
the utilised cameras which causes substantial changes to the
local feature descriptors when they are transformed from
one camera into an other on the one hand and the repetitive
nature of the fabric’s pattern on the other.

Thus, a different class of approaches is proposed here
which entirely omits the explicit formation of 3D-markers.
The result is that a considerably larger number of features
can be tracked. Although each of them only constrains a
point on the cloth’s surface to lie on a ray, the increased
number of features and thus constraints improves the result.

The procedure works as follows: For the first frame the
same method for identifying the cloth-space coordinates of
the identified features is used as introduced above for the
three dimensional tracker. Then these features are tracked
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independently in every view using a variant of the common
Lucas-Kanade algorithm [19].

Due to the weaker constraint of this algorithm a possibly
less intuitive approach has to be taken when calculating at-
traction forces. Simulated points are not attracted to fixed
world coordinates any more but to arbitrary rays in world
space. However, when using Plücker Coordinates to repre-
sent the feature rays the calculation of forces perpendicular
to these rays becomes achievable. Assume for example that
the ray, a feature at world coordinates p is attracted to, in
Plücker Coordinates is represented by a normalised direc-
tion d0 and a moment m0. The shortest vector v pointing
from the ray to the point can then simply be calculated by

v = (m0 − p× d0)× d0.

5. Optimisation
After the general approach and the procedure for introduc-
ing attraction forces have been presented an optimisation
strategy is proposed in this section.

As the fabric properties do not change during a sequence
but the positions of constrained points of the cloth are valid
for a single frame only, the problem can intuitively be di-
vided into two loops (see figure 2). In the outer loop pa-
rameters that are scene invariant, are optimised. The in-
ner loop optimises parameters that change every frame. For
both optimisers a simulated annealing algorithm [22] was
initially used. However, as only a sequential implementa-
tion was available and Kolda’s asynchronous parallel pat-
tern search [16] was found to produce similar results in sig-
nificant less time, it was employed for all experiments de-
scribed below.

The error of the inner optimisation loop Esf is calcu-
lated by summing the differences between the silhouettes
of the simulated cloth and the measured silhouettes of all
employed cameras. The outer optimisation uses the error
function Es that sums the error of the inner error function
Esf for all frames. Here x(f) is the state vector of a partic-
ular local configuration containing the values of all global
parameters and the local parameters of frame f whereas x
comprises all global and local parameters.

Esf (x, f) =
Nc∑
c=1

|Ss(f,T(c),x)− Sm(f,T(c),x)|

Es(x) =
Nf∑
f=1

Esf (xf )

Here Ss and Sm are the binary simulated and measured sil-
houettes respectively as a function of the frame number f ,
the transformation matrix T(c) of camera c, and Nf and Nc

are the number of frames and cameras respectively.

Figure 5: Characteristic frames from the three experiments

The initial condition of the optimisation and the num-
ber and positions of constrained particles are assumed to be
known a priory. Three experiments were conducted using
two different fabrics. Experiments 1 and 2 consisted of lift-
ing the cloth at one of its corners whereas in experiment 3 it
was lifted at two of its corners. One of two different square
fabrics each with a side-length of 1.4m were captured by 7
calibrated, synchronised cameras at a framerate of 30fps.
Characteristic frames are shown in figure 5.

6. Results
In figure 6 the remaining errors after performing optimisa-
tions with different attraction force stiffnesses normalised
by the error of optimising without attraction forces are
shown. The shown results were obtained using the 3D and
2D-tracking approaches described in section 4.
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Figure 6: Comparison of different tracking mechanisms
employing linear attraction forces.

Strong linear attraction forces using 3D-tracking pro-
duce significantly better fits. However, these results do not
look natural as shown in figure 7(a). An optimisation that
employs reciprocal attraction forces on the other hand is vi-
sually a lot more pleasing (see figure 7(c)) even though the
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absolute error of the optimisation is larger. As a comparison
two different views of the frame are displayed in figure 8.
An additional drawback of attraction forces in general and
the linear variant in particular is that they negatively influ-
ences the ability of the system to estimate underlying geom-
etry. However, this problem is inconsequential in the cur-
rent project as there is no underlying geometry that needs to
be estimated.

(a) The cloth crumbles when
strong linear forces are used.

(b) Using only one cam-
era causes the simulation to
drift.

(c) Reciprocal forces pro-
duce reasonable results.

(d) Results created with
three cameras are almost
equivalent.

Figure 7: In this experiment a square piece of cloth is lifted
from the ground at two of its corners. Reconstructions of
frame 410 are given using different variants of the presented
algorithm.

6.1. Fabric Parameters Estimated Locally
Estimating global parameters independently for every frame
can be expected to decreases the overall error of a sequence
because the space of possible configurations is larger than
that of the original optimiser and in some frames better con-
figurations can probably be found if global parameters may
be modified locally. The proposed setup is in this way sim-
ilar to the experiments conducted by Charfi et al. [8] who

(a) side view (b) top view

Figure 8: Two original views of the same frame as shown in
figure 7.

tried to estimate dynamic parameters of cloth. Another ex-
pected result is that the optimisation is significantly faster
because, although the number of parameters considered in
a single frame is larger, every frame has to be optimised
only once instead of, on average, approximately 50 times.

Changing fabric properties during the course of a se-
quence is obviously physically not justifiable. The primary
objective of this setup is, however, to determine experimen-
tally whether the optimiser chooses to change the global
parameters considerably during the course of a sequence
and whether the expected improvements are attainable at
all. Additionally, although the inner optimisation loop has
to handle more variables the optimisation is expected to be
significantly faster because the outer optimisation loop can
be dropped entirely.

Employing no attraction forces it was, against expecta-
tion, found that the attainable errors are almost twice as high
as those obtained with the two-loop version. This effect can
be attributed to the increased complexity of the search space
which probably overwhelmed the optimiser. It could, how-
ever, be established that the optimisation was significantly
faster (factor 10) than the original setup.

6.2. Augmented Evaluation Function
Apart from attracting simulated points to them, tracked fea-
tures can more passively be used by augmenting the objec-
tive function that guides the optimisation process. The error
function can be written as

Eα,β(x) = αEs(x) + βEa(x) α, β ≥ 0

α and β are weighting factors of the silhouette error func-
tion Es(x) and the attractor error function Ea(x). Again x
is a vector of global and local parameters. Ea(x) measures
the error of a state by calculating the average length of all
attractors available in one frame.
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The optimal combination of α and β is searched for by
optimising the test sequences using different combinations
of α and β. Figure 9 shows the normalised error Êα,β which
is defined as

Êα,β =
Eα,β

α · E1,0 + β · E0,1

for different values of α. This function is obviously one
when either α or β are one while the other is zero. For other
combinations, however, it shows whether the achievable re-
sult are better (smaller) than expected by a linear combina-
tion of E1,0 and E0,1 or worse.
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Figure 9: The normalised error Êα,β calculated for different
values of α while β is held at 1.

The results in figure 9 show that for experiments 1 and
3 improvements are possible by enhancing the evaluation
function. For experiment 2 a reflective, repetitive pattern
was used, increasing the difficulty of tracking and 3D-
reconstruction. The inferior quality of the reconstruction
is probably the reason that the greater the influence of these
points the worse the result.

6.3. Simplification of the Experimental Setup
In the previous experiments seven cameras were used, six
positioned along the perimeter of the room and one sus-
pended from the ceiling. This number of cameras already
requires a sophisticated hardware infrastructure. So it is in-
teresting to investigate whether using fewer cameras pro-
duces acceptable results already.

Figure 10 shows that a reasonable linearity between the
number of cameras and the achievable residual errors can
be observed, suggesting that a smaller number of cameras
is sufficient for reconstructing the observed scene well. Al-
though one camera is, as shown in figure 7(b), not adequate
because no depth information is available three cameras al-
ready produce convincing results (see figure 7(d)).
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Figure 10: Optimisation error as a function of the number
of employed cameras normalised to the error achieved when
seven cameras are used.

7. Summary
In this work an analysis-by-synthesis approach to tracking
of textiles was presented. While it was found that global pa-
rameters cannot reliably be estimated for every frame it was
possible to show that by entwining attraction forces into the
evaluation function some improvements can be gained. Ad-
ditionally, for the simple experiments that were conducted
a good linearity between the number of cameras and the
residual optimisation error could be established. This find-
ing obviously does not hold for more complicated scenes
where deep folds occlude parts of the textile.

The most critical problem when more complicated
scenes and cloth models are tackled is that the compu-
tational cost of the current implementation is prohibitive.
Running the optimisation in parallel on 7 AMD Opteron
processors at 2.2GHz the algorithm takes from 10h to 30h
to converge. So at least some of the further effort will have
to go into improving the speed of the procedure.

This is how to do an unnumbered section (note asterisk).
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