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Efficiency of displacement estimation techniques 
Ralf Buschmann* 

Institut für Theoretische Nachrichtentechnik und Informationsverarbeitung, Universität Hannover, 
Äppelstraße 9A, D-30167 Hannover, Germany 

Abstract 

An analytical description of displacement estimation which allows an objective evaluation and comparison of various 
displacement estimation techniques is presented. For evaluation and comparison rate-distortion functions are calculated 
and by this the impact of the 2 D motion model of the displacement estimator and the amplitude and spatial resolution of 
the estimated sparse displacement vector field can be quantified. The rate-distortion function describes the relationship 
between the encoding bit-rate required for transmission of the measured displacement vector field and the variance of the 
displacement error. The impact of the spatial and amplitude resolution of the sparse displacement vector field is described 
by sampling and quantisation of an exact displacement signal. The 2D motion model is considered by low pass filtering 
the exact displacement signal before sampling and subsequent spatial interpolation. The analytical description is verified 
by simulations of various displacement estimation techniques, the 2D motion models of which can be described by the 
nearest neighbour, affine and bilinear displacement vector interpolation, at different amplitude and spatial resolutions. 
The analytical description allows one to optimise a displacement estimation technique for motion compensated image 
sequence coding, (g 1997 Elsevier Science B.V. 

Keywords: Image coding; Generalized displacement estimation; Displacement coding; Rate distortion theory 

1. Introduction 

For efficient coding of moving images block-
based motion compensated coding is applied in 
todays coding standards. The motion is represented 
by displacement vector fields, which are measured 
with help of displacement estimation techniques. In 
order to improve the efficiency of block-based 
motion compensated coding 
- displacement estimation with variable displace­

ment amplitude resolution [5] , 

•Tel: + 49(0)511 762 5308; fax: + 49(0)5117625333-
e-mail: buschman@tnt.uni-hannover.de. 

- displacement estimation with variable spatial 
resolution [2, 10], 

- displacement estimation using 2D transforma­
tions [3,11, 13, 15, 16, 19] 

have been proposed in the recent literature and are 
currently investigated in MPEG-4 [6, 7]. 

In displacement estimation with variable ampli­
tude resolution, the amplitude resolution of the 
displacement vector is not kept fixed at integer or 
half pel resolution as in todays standards, but can 
vary adaptively among various resolutions, e.g. 0.5, 
0.25 or 0.125 pel. 

In displacement estimation with variable spatial 
resolution the spatial distance of displacement 
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vectors varies adaptively, e.g. among 4 x 4 , 8 x 8 , 
16 x 16, 32 x 32 and 64 x 64. Thus the displacement 
vector field can be represented with increased 
spatial resolution near the boundaries of moving 
objects. 

Displacement estimation techniques using 2D 
transformations can be described by sparse dis­
placement estimation combined with subsequent 
spatial interpolation. Although the subsequent 
spatial interpolation is not always carried out expli­
citly, it is inherent in the 2D transformation. Typi­
cal interpolation techniques applied are the affine 
or bilinear interpolation of estimated displacement 
vectors at node locations of a regular triangular or 
quadrilateral mesh overlayed on the image. The 
attachment of a single estimated displacement vec­
tor to a whole block in traditional block matching 
can be viewed as nearest neighbour interpolation of 
displacement vectors at node locations of a regular 
quadrilateral mesh. 

The aim of this work is an objective assessment 
of the efficiency of the displacement estimation 
techniques in a video coding system by their rate-
distortion functions. The rate-distortion function of 
a displacement estimation technique describes the 
relationship between the theoretical lower bound of 
its displacement estimation error and the encoding 
bit-rate required for transmission of an estimated 
sparse displacement vector field. 

Both, the theoretical lower bound of the dis­
placement estimation error and the encoding bit-
rate of the estimated sparse displacement vector 
field, depend on its amplitude and spatial resolu­
tion. The theoretical lower bound of the displace­
ment estimation error additionally depends on the 
kind of displacement vector interpolation. An ob­
jective assessment of the various estimation tech­
niques independent of any test sequence and any 
implemented optimisation strategy is only possible 
with an analytical description of displacement 
estimation. 

For this purpose, in its first part, this paper 
describes displacement estimation analytically giv­
ing additional insight into the sources of displace­
ment errors. In the second part, rate-distortion 
theory is combined with the analytical description 
of displacement estimation to appraise the encod­
ing bit-rate for the displacement vector fields. 

The rate-distortion functions of displacement es­
timation techniques presented in this paper relate 
the lower bound of the displacement estimation 
error to the encoding bit-rate of the displacement 
information. An analytical description that relates 
the variance of the displacement estimation error to 
the encoding bit-rate of the prediction error image 
needed to gain a predefined image quality is pre­
sented in [4] . Combining the results of the work 
presented in this paper with the work presented in 
[4] , is seen as a good start to reach the goal of 
finding the theoretically optimum bit allocation for 
the displacement information and the prediction 
error image. 

In Section 2 the analytical description of dis­
placement estimation is derived. Section 3 extends 
the analytical description by consideration of dis­
placement coding. In Section 4 the model para­
meters for the exact displacement signal are given. 
Experimental results are presented and discussed in 
Section 5. Section 6 contains the conclusions. 

2. Analytical description of displacement 
estimation 

In this work the exact displacement signal is 
assumed to be known. It is viewed as a two-dimen­
sional signal, with two components, that exists in 
the image plane. It cannot be measured directly, 
but it leads to the temporal changes observable in 
the image sequence. Each component of the dis­
placement signal is assumed to be discrete in time, 
but space- and amplitude-continuous (the ampli­
tude is real valued). Discontinuities in their ampli­
tude may occur at the boundaries of moving ob­
jects. Effects of undefined areas in the displacement 
signal, e.g. in uncovered background regions are 
not considered in this work. 

With this assumption displacement estimation is 
described analytically by low pass filtering, samp­
ling, and quantisation of an exact displacement 
signal combined with subsequent spatial interpola­
tion. The displacement estimation error is then the 
difference between the exact and the reconstructed 
displacement signal (Fig. 1). Using the power spec­
tral density of the exact displacement signal as 
a reference, with this analytical description the 
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d(x) Estimation 
Sampling Quantisation 

dQ(x) 
filtering Sampling Quantisation Reconstruction 

filtering 
d'(x) eix 

Fig. 1. Block diagram of filtering, sampling, quantisation and reconstruction of a displacement signal. 

displacement error variance of the various displace­
ment estimation techniques can be determined. 

The low pass filtering of the displacement signal 
before sampling considers the fact that during dis­
placement estimation a local neighbourhood in the 
image signal is used to determine one displacement 
vector. Thus, if the picture elements in the local 
neighbourhood have been displaced differently the 
estimated displacement vector is not a sample of 
the displacement signal, but is an averaged value of 
the displacements in the local neighbourhood. The 
frequency response of this estimation filter depends 
on the 2D transformation model of the displace­
ment estimator. 

The sampling of this filtered displacement signal 
reduces its spatial resolution. Different sampling 
rates correspond to different spatial distances for 
which a displacement vector is estimated. Thus it is 
possible to describe e.g. block matching with differ­
ent block sizes. 

Subsequent quantisation of the samples intro­
duces variable amplitude resolution of the esti­
mated displacement vectors. 

By displacement vector interpolation a recon­
struction of the displacement signal is generated. 
The vector interpolation is inherent in the applied 
2D transformation of the displacement estimator. 
Like the frequency response of the estimation filter, 
the frequency response of the reconstruction filter 
depends on the 2D transformation model of the 
displacement estimator. They allow the analysis of 
different 2D transformation models. Interpolation 
techniques examined in this work are the affine and 
bilinear interpolation of estimated displacement 
vectors at node locations of a regular triangular or 
quadrilateral mesh. The attachment of a single esti­
mated displacement vector to a whole block in 
traditional block matching is viewed as nearest 
neighbour interpolation of displacement vectors at 
node locations of a regular quadrilateral mesh. 

The examined interpolation techniques require 
that both the estimation filter and the reconstruc­
tion filter are applied separately to the two compo­
nents of the displacement signals. Thus for simpli­
city of the following description all signals are 
viewed as one-component signals. 

The aim of the following is to relate the power 
spectral density Sdd(f„fy) of the exact displacement 
signal d(x, y) to the power spectral density 
Sejej(fx,fy) of the displacement error signal ed(x, y). 
The exact displacement signal d(x, y) is assumed to 
be a real zero-mean ergodic wide-sense stationary 
stochastic process. It is important to note here that 
due to the sampling, the sampled displacement sig­
nal rfA(x, y), the quantised displacement signal 
dQ(x, y), the reconstructed displacement signal 
d'(x, y), and thus the displacement error signal, are 
no longer wide-sense stationary. However, they can 
be described as wide-sense cyclostationary, which 
means that their mean and autocorrelation fluctu­
ate periodically in time. In other words, their mean 
and autocorrelation are invariant to a shift of the 
origin by integral multiples of Tdx in the x-direc-
tion and/or of Tdy in the v-direction, where 
Tdx and Tdy denote the horizontal and vertical 
sampling periods. Cyclostationary processes may 
be treated as they were stationary, by simply aver­
aging the statistical parameters over one cycle [18], 

To reach the goal of relating the power spectral 
density of the exact displacement signal to the power 
spectral density of the displacement error signal, in 
a first step the estimation filtering, the sampling, the 
quantisation, and the reconstruction filtering are 
described separately. Combining these descriptions 
in a second step, the desired relation is derived. 

2.1. Estimation filtering 

Let H1{fx,fy) denote the frequency response of 
the estimation filter. The power spectral density 
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SidF{fx,fy) of the filtered displacement signal, de­
noted by dF(x, y), is then given by 

SdFdr(fx,fy) = Sid(fxJy)\Hi(fx,fy)\2- (D 

2.2. Sampling 

The power spectral density Sdtt<t^(fx,fy) of the 
sampled displacement signal, denoted by dA(.\', y), is 
given by normalised shifted copies of the power 
spectral density of the filtered displacement signal 
[18]: 

1 
T T 
1 d.x 1 d.y n - — oc m = - co 

/ m , n 
X / » + — , / , + -=r-

V 1 d.x 1 d.y 
(2) 

with TdiX and TtLy denoting the horizontal and 
vertical sampling periods. For the simplicity of 
further writing let us simplify (2) by 

with 

1 

Td.x Td.y 
Mfx,fy) + SnAnSfxJy)l (3) 

co oc / m . n 

n = — oo m- — co 
(m.n) * (0,0) 

n = — co m = — cc 
(m.n) # (0,0) 

V J d..v J d.y 

(4) 

describing the sum of shifted copies of the power 
spectral density of the filtered displacement signal, 
which may lead to aliasing noise in the reconstruc­
ted displacement signal. 

2.3. Quantisation 

The influence of the quantiser is described by 
a quantisation noise signal denoted by nQ(x, y). The 
quantisation noise signal is assumed to be indepen­
dent of the sampled displacement signal, which is 

valid when the quantisation step size is small with 
respect to the variance of the sampled displacement 
signal. The power spectral density S„ o„ 0(/ x ,/ v) of the 
quantisation noise signal is assumed to be white 
with variance CT2

O: 

S„Q„0(/*,/>,) = <T2

Q. (5) 

Assuming uniform quantisation of d{x) with step 
size A and K quantisation steps and a probability 
density function p.(d) of the displacement signal the 
quantisation error variance can be calculated by 

K r<t0k+A/2 

<= X (dQ,k-d)2pd(d)dd. (6) 

The power spectral density S„oMo(fx,fy) of the 
quantised displacement signal is then given by 

Sd<Al(fxJy) = S^SfxJy) + S„„„„(. f„fy). (7) 

2.4. Reconstruction filtering 

Considering the cyclostationarity of the recon­
structed displacement signal, denoted by d'(x, v), its 
averaged power spectral density S~d;r(fx,fy) is given 
by [18] 

SdAfx,Q = IjAf- SdQda(fxJ>)\Hl(fxJy)\\ (8) 
d.x d.y 

where H2{fx,fy) denotes the frequency response of 
the reconstruction filter. 

2.5. Power spectral density of the displacement 
error signal 

With the given separate descriptions, it is now 
straightforward to relate the power spectral density 
of the displacement error signal to the power spec­
tral density of the displacement signal. The 
autocorrelation function Rejejrx, t,.) of the cyclo-
stationary displacement error signal. 

ReAx

x>xy) = EMX> )')ed(x - Tx, y - Tv)] 

= E[(d'(x, y) - d{x, y))(d'(x - x„ y - xy) 

- d(x - T x . y - t,.))] 

= Rdd(xx, xy) - Rdd(*x, h) 

- Rdd( - r „ - t„) + RdAxx.xy). (9) 
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depends on the spatial reference given by the samp­
ling points. Rdd(xx. xy) = Rdd(xx. xy) denote the 
cross-correlation between the exact displacement 
signal and the reconstructed displacement signal. 
We can treat the displacement error signal as sta­
tionary, by averaging over one cycle. The power 
spectral density Sedej(fx,fy) of the displacement er­
ror signal is then given by 

KeXf) = Sdd(f) - 2SdJ.(f) + 
with / = ( / „ / / , 10) 

where Sdd{fx.fy) denotes the averaged cross-power 
spectral density between the exact displacement 
signal and the reconstructed displacement signal. 
In (10) it has been considered that the power spec­
tral densities and frequency responses examined in 
this work are real. 

Using Eqs. (l)-(8) the averaged power spectral 
density of the reconstructed displacement signal 
follows: 

SdAf) = -~~-SdQdQ(f)\H2(f)\2 

1 d.x 1 d.y 

= Y~T~iSi^f)
 + s^Q(f))\H2(f)\ 

1 d,x 1 d.y 
1 

(Td,xTd.y) 
Sdd(f)\H1(f)H2(f)\2 

+ ^r—Sn^{f)\H2(f)\2 

1 d.x 1 d.y 

+ , T V ,2S„„Sf)\H2(f)\2. (11) 
(J d.x 1 d.y) 

The averaged cross-power spectral density 
between the exact displacement signal and the re­
constructed displacement signal is given by 

W / ) = 1 Sdd(f)Hx(f)H2(f). (12) 
' d.x 1 d.y 

Inserting now Eqs. (11) and (12) into Eq. (10) 
after some simplifications leads to the desired rela­

tion between the power spectral density of the exact 
displacement signal and the power spectral density 
of the displacement error signal: 

Se,:,(f) = Sdd(f) •Hdf)H2(f)-\ 
Td.x Td.y 

+ (Sn„Sf) + (Td,xTd,.)Snono(f)) 

Td.x Tdy 

H2(f) (13) 

The performance of the displacement estimation 
technique is then assessed by the error variance 
a\t which can be calculated using Parseval's 
relation 

CT2. = . V , „ l / A . . / v . d / . . d / A . (14) 

2.6. Estimation and reconstruction filter 
frequency responses 

To examine the different 2D transformation 
models, the frequency responses of the reconstruc­
tion filter for nearest neighbour interpolation, the 
affine, and the bilinear interpolation, have been 
calculated (see Appendix A): 

H 2t nearest (fxsfy) 
= Td.x Td.y sinc(nTi<xfx) sinc(7i Tdyfy), (15) 

H2,BIHN(fx,fy) 

= Td,x Td,y sine 2 (nTd,xfx) sine 2 {nTd,yfy), (16) 

^ 2 , a f f i n e ( / v ; / v ) 

= Td,xTd,ysmc(7tTdiXfx)smc(nTdiyfy) 

xsmc(n(Td,xfx+Td.yfy)), (17) 

with sinc(-) = sin( •)/(•). In quantitative evalu­
ations the performance of these filters will be com­
pared to the ideal low pass and the optimum 
Wiener filter: 

H2 , l lp(/) = 

'Td.xTd, for l A I ^ - L - , | / , K - L 
^ 1

 d.X 11 d,y 
else, (18) 
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Sdd(f)\H1(f)\
2(Td,xTd,y) 

Sddif)\H ì ( /)l2 + (Td.xTd.y)SnQ„Q(f) + S „ A „ A ( / ) ' 
(19) 

where Eq. (19) is the well-known formula for the 
Wiener filter regarding S , h „ J f ) { T d , x T a J + 

S„A„A(f) as the noise term. 
The frequency responses of the optimum corres­

ponding estimation filter have been calculated such 
that the squared difference between the exact dis­
placement signal and the reconstructed displace­
ment signal is minimized (see Appendix B): 

H l .nearest (fx>fy) 

* d , x Td.y 

#2 .nearest(/**/y)> ^ 0 ) 

i l I f f \ — - ^ 2 , b i l i n ( fxify) , -, . . 

T d , x T d , y (a + l)(b + 1) 

jj I r r \ ^ H2taffinti fx>fy) /-)->\ 

H 1 . affine! Jx J y ! = ~ ~ ! • • > 
Td,x Td.y a + b + c 

with 

a = 2 cos2(nTd.xfx\ b = 2 c o s 2 ( n T d , y f y ) , 

c = 2 cos2
 ( M T d . x f x + T d . v / V ) ) . 

In the case that H2(f) is the ideal low pass filter, 
the estimation filter Hi ( / ) is also the ideal low pass 
filter: 

(1 for l/.Kr^-, \ f , \ ^ ^ - , 

= < ~ l d.x 1 1 d.y H u l p ( f ) 
0 else. 

(23) 

3. Extension of the analytical description 
by consideration of displacement coding 

In the previous section an analytical description 
for displacement estimation has been presented, 
and this gives an insight into the sources of errors, 
namely errors due to a restricted displacement vec­
tor amplitude resolution, errors due to a restricted 
spatial resolution of the displacement vector field, 
and errors due to non-optimum displacement 

estimation and reconstruction filter. As a quality 
measure for the reconstructed displacement vector 
field the displacement error variance has been 
used. 

In this section the analytical description is ex­
tended to allow an objective assessment of the 
efficiency of the displacement estimation tech­
niques in a video coding system by their rate-dis­
tortion functions. The rate-distortion function of 
a displacement estimation technique describes the 
relationship between the encoding bit-rate required 
for transmission of an estimated sparse displace­
ment vector field and the corresponding theoretical 
lower bound of its displacement error. 

The transmission rate needed to code an esti­
mated sparse displacement vector field is affected 
by its spatial resolution and by its amplitude res­
olution. Assuming that the signal to be coded con­
sists of real-valued samples (amplitude-continous 
source), rate-distortion theory may be used to de­
termine a rate-distortion function, which relates 
a predefined transmission rate for this signal (in 
bits/sample) to the corresponding minimum vari­
ance of the coding noise. The coding noise shall 
include all errors introduced during coding. It is 
related to the sampled signal. For an objective 
assessment of the spatial resolution of estimated 
sparse displacement vector fields, it is thus neces­
sary to combine rate-distortion theory with the 
analytical description presented in the previous sec­
tion. The relation between transmission rate and 
displacement reconstruction error variance then 
serves for an objective comparison of different spa­
tial resolutions. 

The coding process can be described by passing 
the signal to be transmitted, e.g. the sampled dis­
placement signal, through a filter with the coder 
transfer function G( / ) and the addition of coding 
noise S„ ( „ ( ( / ) , assumed to be independent of the 
signal. 

Similar to Fig. 1 we now obtain a block diagram 
which describes the sampling, coding, and recon­
struction of a space- and amplitude-continuous dis­
placement vector field (Fig. 2). It is straightforward 
to determine the power spectral density of the dis­
placement error signal in relation to the exact dis­
placement signal, the frequency responses of the 
estimation and reconstruction filter, the coder 

* fe""""SiSna' Com u c a t i o n l 0 ( 1 9 9 7 ) 4 3 6 i 
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+ (Td.xTdJSncnc(f) 

G ( f ) H 2 ( f ) 

1 1 

Td.x T„ 
Hi(f) (24) 

The overall displacement error variance a\ can 
then be calculated according to Eq. (14). 

The coder transfer function and the correspond­
ing coding noise depend on the coder source model. 
In the following two source models, memoryless 
Gaussian source and Gaussian source with 
memory, will be considered. 

/. Encoding of displacement vector fields 

assuming a memoryless Gaussian source 

For the case of encoding displacement vector 
fields with the model of a zero-mean Gaussian 
memoryless source, the minimum transmission rate 
for a predefined distortion 0 is given by [9] 

K <i.m\, .(©) = 

2 • - max 0, log. 
0 bit per coded vector, 

(25) 

* > e , S A M :HE FACW 2 

i 

fd.X fd.y 
- A J 2 J 

•A, 2 

SdAäAfx,fy)dfydfx (26) 

have to be coded where f d x and / J v denote the 
horizontal and vertical sampling frequencies of the 
exact displacement signal, i.e. the reciprocal of the 
sampling periods T d x and Tdy. It is obvious from 
Eq. (25) that no information needs to be transmit­
ted when the variance of the distortion 0 is larger 
than the variance of the sampled displacement 
signal <7j%. 

The minimum transmission rate is achieved by 
scaling the sampled displacement signal by a filter 
with a transfer function 

G m i e ( / ) = max 
0 

'•Is 
(27) 

followed by an addition of w h i r , r 

with a power spectral denÏty G ^ ^ 

•Smie.,1,,,, ( / ) = 0 max 0. 1 
0 

28) 
By variation of the parameter 0 and exploitation 

of Eqs. (14) and (25) we can construct the desired 
rate-distortion curve R Q . ^ O ] ) . 

An interesting interpretation of (25) is that the 
non-zero rate is given by the difference in entropies 
of the source and the noise, which are two zero-
mean memoryless Gaussian random variables with 
variances of adl> and 0. As the Gaussian source, 
among others with equal variance, has the 
maximum entropy. (25) gives an upper bound for 
non-Gaussian sources. 

3.2. Encoding of displacement vector fields 

assuming a Gaussian source with memory 

Sources with memory permit greater data com­
pression than memoryless sources. The redundancy 
may be removed either in the spatial domain or in 
the frequency domain. In order to be independent 
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of the specific implementation of the encoder used 
for the displacement vector field encoding, assume 
that the displacement vector field to be coded is 
passed through the 'optimum forward channel". 
This channel describes the transformation between 
coder input and decoder output for the lowest 
transmission rate with respect to a predefined dis­
tortion. For the case of a zero-mean Gaussian 
source with memory, it consists of a nonideal band-
limiting filter with a transfer function [9] 

G o p t ( / ) = max 0, 1 
0 (29) 

followed by an addition of a band-limited, non-
white Gaussian noise with a power spectral density 

S o p t , „ c n c ( / ) = 0 m a x 0. 
0 

WA 
(30) 

Now for the assumption that the two compo­
nents of the displacement vector field have a Gaus­
sian joint probability density function (p.d.f.) and 
equal variance, the minimum transmission rate for 
the two components with distortion 0 is given by 
[9] 

Ro . .p . (0) = 2 

1 

fd.x fd,y, 

-max 0, log 2 

• A . , / 2 

J -UJi 

s<iAdA (/*/>•) 
0 

d / ,d / x 

bit per coded vector. (31) 

It is obvious now, that only frequency-bands 
with power spectral density above 0 are coded. By 
varying the parameter 0 we can now analyse the 
rate-distortion functions of the given idealised 
coders for various sampling ratios and displace­
ment reconstruction filters. 

Again, (31) gives an upper bound for non-Gaus­
sian sources with equal power spectral density. 

4. Model assumptions and parameters 

In the previous sections an analytical description 

of displacement estimation and coding has been 

presented. 

For a quantitative evaluation of (14) the exact 
displacement signal and the quantisation noise sig­
nal must be described by parametric models which, 
in the statistic mean, represent their power spectral 
densities in image sequences. 

4.1. Model assumptions 

Here an isotropic autocorrelation function has 

been chosen to describe the exact displacement 

signal: 

(32) 

This model is characterized by the model para­
meter a j and a. The power spectral density S d d ( f ) 

can be calculated from (32) by Fourier transforma­
tion of R d d ( A x , Ay) and band-limitation to the half 
of the horizontal and vertical sampling frequencies 
of the image signal f s x and f s y . 

Sdd(/x>/y) — 

( fo°~ì 

0, else, 

with 

fo = a / 2 n -

, for \fx\ ^ f s . J 2 , \fy\ < f J 2 , 

(33) 

(34) 

The relation fs.x/fs,y between the horizontal and 
vertical sampling frequency results from the image 
geometry, i.e. the relation H/B between the height 
and width of the image and the number of lines 
NLIN and the number of pels/line NPEL of the 
sampled image 

f s x _ tf/NLIN 

t y ~ ß /NPEL 
(35) 

The horizontal and vertical sampling frequencies 
of the displacement signal then follow: 

fd.x = Gfs,x,fd,y = G f s . y , 
(36) 

where G determines the spatial resolution of the 

displacement field. 
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For an analytical description of the probability 
density function (p.d.f.) of the displacement signal 
a generalized Gaussian p.d.f. [12] has been chosen: 

Pd{d) 

with 

a(v) 

va(v] 

2 f f „ r ( l /v ) 
-(z(v)|d|/a,)' (37) 

/ H 3 / V ) 

r ( i / v ) ' 
f : Gamma function. 

The p.d.f. p d ( d ) is characterised by the standard 
deviation a d and the so called shape parameter v. 
For the special cases v = 1 and v = 2 the general­
ized Gaussian becomes a Laplacian or a Gaussian 
p.d.f., respectively. 

4.2. Model p a r a m e t e r s 

For a quantitative evaluation the test sequences 
'Claire', 'Miss America', 'Alexis' and 'Trevor White' 
in CIF resolution with a frame rate of 10 Hz for 
'Claire', 'Miss America' and 'Alexis' and 7.5 Hz for 
'Trevor White' have been chosen. Pelwise displace­
ment vector fields have been measured from these 
sequences using a hierarchical block matching 
technique [1] with 1/8 pel displacement amplitude 
resolution. The x-components of the resulting dis­
placement vector fields served for the determina­
tion of the power spectral density of the exact 
displacement signal and the probability density 
function of the displacment vectors. 

The power spectral density S d d { f ) has been 
measured using the Welsh's method [17] for all 
images of the four test sequences. Furthermore the 
variance o j and the correlation coefficient Q h of 
horizontally neighboured displacement vectors of 
the pelwise displacement vector fields have been 
measured. With 

fo has been calculated by 

2rr 
f s . x 

" 2ru~ 
l n r ? h . 

(38) 

(39) 

Based on these measurements f 0 has been chosen 
to fit the model power spectral density to the meas-
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ured power spectral density for all frequencies in 
the base-band on one side and to fit the measured 
and model correlation coefficients on the other side. 

In (40) the chosen model parameters are given: 

H/B = 3/4, 

NLIN/NPEL = 288/352, 

/ . . , = 6.75 MHz, 

0.94, 

fo =0 .018 MHz, (40) 

Qh = 0.983. 

Using again the x-component of estimated dis­
placement vector fields the probability density 
function of the displacement signal has been meas­
ured. Using the displacement variance o\ as given 
in (40) the shape parameter v of the model p.d.f. (37) 
has been determined by graphical comparison to be 
v = 0.3. Then the quantisation error variances for 
various quantiser step sizes zl (amplitude resolution 
of displacement vector field) have been calculated. 
They are given in Table 1 for v = 0.3. 

5. Quantitative evaluations 

The analytical description is now used for an 
examination of displacement estimation and dis­
placement vector field coding. 

5.1. Examination of displacement estimation 

The first two simulations address the perfor­
mance of the different reconstruction filters. For 
this, the frequency response of the implicit estima­
tion filter is set to one: H t ( f ) = 1. No amplitude 
quantisation was performed: S„ o „ o ( / ) = 0. In the 
first simulation the different reconstruction filters 
are examined for various spatial resolutions. As 
can be seen in Fig. 3, the displacement error 
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Fig. 3. Calculated displacement error variance for different displacement i n t e r p o l a t e filters as a function of the spatial resolution 

(spatial distance) of the displacement vector field. N o estimation filter was used (HAf) - !)• 

variance a\t increases almost linearly with the spa­
tial distance of samples. The lowest error is 
achieved with the Wiener filter. The affine and 
bilinear interpolation achieve a performance sim­
ilar to the Wiener filter. The displacement error 
variance for nearest neighbour interpolation is al­
most 2 times the error variance of the affine and 
bilinear interpolation. 

The second simulation addresses the influence of 
the amplitude resolution of the estimated vector 
field. The frequency response of the implicit estima­
tion filter is still set to one: Hi(f) = 1. A compari­

son between different amplitude resolutions of 
the displacement vectors for different spatial res­
olutions and for bilinear and nearest neighbour 
interpolation is given in Fig. 4. It can be seen 
that the displacement error variance decreases 
with the increase of the amplitude resolution of 
the displacement vectors. A large gain is reached 
by using half pel resolution instead of full pel 
resolution, whereas higher resolution than half 
pel leads to only marginal benefits. In general, 
the displacement error variance is more affected 
by the amplitude resolution in the case of nearest 

Fie 4 Calculated displacement error variance for nearest neighbour and bilinear drsplacement interpolation filters as a function of the 

fpat ial S u S s t t i a l S t a n c e , of the displacement vector field. Parameter is the displacement amphlude resolutton. N o estimation 

filter was used ( H , ( / ) = 1). 

R. Buschmann Signal Processing: Image Communication 10 (1997) 43 61 53 

Table 2 

Measured and calculated displacement error variances. Averaged values for Ihe image sequences C1F 10 Hz- 'Alexis' 'Claire' 'Miss 
America . and C I F . 7.5 Hz: 'Trevor Whi le ' . Spatial distance of displacement vectors: 1 6 x 1 6 pel ' ' ' 

Displacement error variance 

Nearest neighour interpolation Bilinear interpolation 

Displacement error variance Measured Calculated Measured Calculated 

Full pel amplitude resolution 0.184 0.190 0.111 0 1 19 H a l f pel amplitude resolution 0.172 0.174 0.107 0.108 Quarter pel ampli tude resolution 0.169 0.168 0.105 0.104 

neighbour interpolation than in the case of bilinear 
interpolation. 

To confirm these theoretical results, for the third 
simulation the pelwise given displacement vector 
fields used for the definition of the model power 
spectral density were sampled and reconstructed 
using nearest neighbour and bilinear interpolation. 
The resulting displacement error variances a\d for 
these cases were measured. Exemplary results are 
given in Table 2 for nearest neighbour interpola­
tion and bilinear interpolation with various ampli­
tude resolutions of the displacement vectors and 
a spatial distance of 16 x 16 pel. 

As can be seen the calculated figures coincide 
well with the measured figures for fine displacement 
amplitude resolutions. The small differences which 
can be noticed for full pel amplitude resolution are 
due to the description of the quantisation. Al­
though the coarse step size has been considered in 

the quantiser model for the calculation of the quan­
tisation error variance, its influence on the autocor­
relation of the displacement error signal and on the 
cross-correlation between the displacement signal 
and the displacement error signal has been neglected. 
The displacement error signal has been assumed to 
have a white power spectral density (no autocorre­
lation) and to be additive to the displacement signal 
(no cross-correlation). This explains the small 
errors for coarser displacement amplitude resolu­
tions. 

The fourth simulation addresses the influence of 
the implicit estimation filter. A comparison be­
tween different amplitude resolutions of the dis­
placement vectors for different spatial resolutions 
and for bilinear and nearest neighbour interpola­
tion is given in Fig. 5. 

A comparison of Fig. 4 with Fig. 5 shows a signi­
ficant reduction of the displacement error variance 

F ig 5 Calculated displacement error variance for nearest neighbour and bilinear displacement interpolation filters as a function of the 
p a t a l resolution spatial distance, of the displacement vector field. Various displacement amplitude resolutions Param t e - s 

displacement amplitude resolution. The estimation filter were chosen correspondin a to the interpolation filler 
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Fig. 6. I l lustrat ion of the displacement reconstruction error for: 

( a ) H , ( / ) = l and H2{f) = H 2 , n e a r e s l ( / ) , (b) H,(f) = 

« ! . „ « . , « ( / ) and H2(f) = H 2 , n e a r e s t ( / ) , (c) = H , . b i l i n ( / ) 

and H2(f) = H1Mti„(f). One-dimensional signals of the con­

tinuous displacement signal d(x), the sampled displacement sig­

nal dA(x), and the reconstructed displacement signal d(x) are 

shown. N o displacement amplitude quantisation is assumed. 

due to the estimation filter. This fact can be ex­
plained by Fig. 6. It shows how the reconstruction 
error is formed by using different estimation and 
reconstruction filter. When no estimation filter is 
used (Hi(f) = 1, Fig. 6(a)) the reconstructed dis­
placement signal is exact at the sampling points. At 
all other points a significant reconstruction error 
might occur and the displacement error variance 
might be large (see Fig. 6(a) for the case of 
H2(f)= # 2 . n e a r e s t ( •/"))• ^ n e estimation filter is cal­
culated in that way that the displacement error 
variance of the reconstructed displacement signal is 
minimized. However, as a result of the minimi­
zation the reconstructed displacement signal at the 
sampling points is no longer exact (see Fig. 6(b) for 
the case of H1(f) = H1,nearest{f) and H2(f) = 
ff2,nearest(/))- ^ ' s n o w a n a v e r a g e d value of the 
true displacements in the local neighbourhood. 
Fig. 6(c) shows that the reconstruction error can 
be significantly reduced by applying the bilinear 
estimation and reconstruction filter {Hl(f) = 

W i . t n i i n l / ) and H2(f) = H2MUn(f)). A compari­
son between Figs. 6(b) and (c) shows how the sam­
pled signals differ when different estimation filters 
are used. This strengthens the fact that the same 
motion compensation method as has been used for 
the displacement estimation should be used for the 
motion compensated prediction of the image 
signal. 

As one final result we can see from Fig. 5 that 
when the estimation filter is considered in the ana­
lytical description, the displacement error variance 
for a spatial distance of 16 pel and full pel ampli­
tude resolutions in case of nearest neighbour 
interpolation is 1.56 times the error variance of 
bilinear interpolation. 

The results given have been obtained as an aver­
age for the four test sequences. Of course the abso­
lute figures given depend on the test sequence 
under consideration, to be more precise, on the 
kind and the amount of 2D motion within the 
scene. If the scene contains mainly 2D translational 
motion and thus the correlation coefficient of hori­
zontally neighboured samples of the exact displace­
ment field are higher than assumed here, the slope 
of the curves given in Figs. 3-5 will be smaller. 
However, the relation between the curves will stay 
the same. If the scene contains a large amount of 
2D motion and thus the displacement variance is 
higher than assumed here, the displacement error 
variance will also be higher than that given in Fig. 
5 for coarse displacement amplitude resolutions 
(e.g. full pel displacement amplitude resolutions). 

5.2. Examination of displacement vector field 

coding 

The next simulations address the influence of the 
sampling ratio on the transmission rate needed to 
achieve a predefined displacement error variance. 
For these simulations the frequency response of the 
implicit estimation filter is set to one: H1(f)= 1. 
For the case of the reconstruction filter being the 
nearest neighbour interpolation filter or the bi­
linear interpolation filter, the resulting rate-distor­
tion functions for encoding the displacement vector 
with the assumption of a Gaussian source with 
memory according to Eq. (31) are depicted in Fig. 7. 
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As can be seen the spatial resolution of displace­
ment vectors is a limiting factor for the achievable 
displacement error variance. Thus, if a low dis­
placement error variance is desired a low spatial 
distance of displacement vectors has to be chosen. 
For high displacement error variances the different 
distortion functions merge. For the quality cri­
terion of displacement error variance it is unimpor­
tant whether errors are included due to displace­
ment vector field sampling or due to displacement 
vector amplitude quantisation. It can be seen fur­
ther that for each spatial resolution of the displace­
ment vector field, the rate-distortion function for 
the bilinear interpolation filter is below the corres­
ponding rate-distortion function for the nearest 
neighbour interpolation filter. 

For an optimum coding the spatial resolution of 
the vector fields must be chosen in such a way that 
the working point of the encoder lies on the lower 
bounding curve. This lower bounding curve is the 
same as the given rate-distortion curve for spatial 
distance of displacement vectors of one. However, 
as can be seen in Fig. 7 for a distortion of a\t ^ 0.19 
in the case of nearest neighbour interpolation and 
a\t ^ 0 . 1 2 in the case of bilinear interpolation, 
a spatial distance of displacement vectors of 16 is 
sufficient. Regarding again Table 2 we see that 
these limits are given by 1 pel displacement vector 
amplitude resolution. For coding displacement vec­

tor fields with less distortion, it seems to be advan­
tageous to increase the spatial resolution instead of 
the amplitude resolution of the displacement vec­
tors in order to code a displacement vector field at 
a minimum transmission rate. Of course in a real 
codec the influence of the displacement error onto 
the prediction error image has to be taken into 
account too. One way to find a theoretically opti­
mum bit allocation for the displacement informa­
tion and the prediction error might be to combine 
the analytical description presented here with the 
analytical description of motion compensating pre­
diction presented in [4] . 

To compare these theoretical results with the 
transmission rates for displacement vector fields in 
todays video coding standards, rate-distortion 
values have been measured. For this purpose again 
the pelwise given displacement vector fields used 
for the definition of the model power spectral den­
sity were sampled with a spatial distance of 16 and 
8 pel and the amplitude has been quantised with 
amplitude resolutions of 1, 1/2 and 1/4 pel. Distor­
tion values for a spatial distance of 16 pel have 
already been given in Table 2. To measure the 
transmission rate, in one simulation the sampled 
and quantised displacement vector fields have been 
coded without spatial prediction, whereas in an­
other simulation the spatial displacement vector 
prediction method of the H.263 [8] video coding 
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F ig . 8. Measured and calculated rate-distortion functions. The measured rate-distortion values are for displacement amplitude 
resolutions of 1, 1/2 and 1/4 pel. H.263-l ike spatial prediction is compared to no spatial prediction (NoPred) . The calculated 
rate-distortion functions are for the assumption of a memoryless Gaussian source ( K G . m i e ( < ) , Eq. (25)), and the assumption of 
a Gaussian source with memory ( K G , o P . « ) , Eq- (3D)- The nearest neighbour interpolation filter was used. 

standard has been applied. According to the H.263 
video coding standard a displacement vector pre­
diction is obtained by first quantising the displace­
ment vectors to full pel. half pel or quarter pel 
amplitude resolution and then calculating a median 
displacement vector of the left, upper and upper 
left neighbour. To be independent of the imple­
mented Huffman coding tables, which cannot be 
optimum, the entropy of the error between the 
displacement vector prediction and the quantised 
original displacement vectors has been measured. 
This entropy gives the lower bound for the trans­
mission rate achievable by entropy encoding, e.g. 
Huffman coding. 

For a qualitative assessment of the measured 
entropy values and corresponding distortion 
values, the rate-distortion curves for the assump­
tion of a memoryless Gaussian source (Eq. (25)). 
and a Gaussian source with memory (Eq. (31)) have 
been calculated. To be conform with the manner 
how the measured rate-distortion values have been 
obtained, for these simulations the nearest neigh­
bour interpolation filter, but no implicit estimation 
filter, was used (Hx(f) = 1). A comparison of the 
rate-distortion curves is given in Fig. 8. 

As can be seen in Fig. 8 the measured rate-distor­
tion points given by coding the displacement vector 

field without spatial prediction are below the rate-
distortion curve for the assumption of a mem­
oryless Gaussian source RcmiA^d,)- Remember 
that RG.mie(°'i„) gives an upper bound for signals 
with the same power spectral density but non-
Gaussian p.d.f., when still a Gaussian p.d.f. of the 
quantisation error signal is assumed. As we know 
the p.d.f. of displacement vector fields is non-Gaus­
sian. 

By exploiting the spatial correlation of displace­
ment vector fields a reduction of transmission rate 
is achieved. Again, RG.OPI(°'I„) gives an upper bound 
for signals with non-Gaussian p.d.f, when still 
Gaussian p.d.f. of the quantisation error signals is 
assumed. Consequently, if Gaussian p.d.f. of the 
quantisation error signals can further be assumed, 
an optimum exploitation of the spatial correlations 
of displacement vector fields drops transmission 
rates to Ro,opt((Jdr) or even below. 

6. Conclusions 

An analytical description of displacement es­
timation is presented which allows an objective 
evaluation and comparison of various displace­
ment estimation techniques. An additional value of 
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the analytical description of displacement esti­
mation is seen in its potential for an in-depth 
understanding of the different error sources of dis­
placement estimation. Displacement estimation is 
described analytically by low pass filtering, spatial 
sampling, quantisation and reconstruction of an 
exact displacement vector field. 

For the purpose of analysis the rate-distortion 
theory is applied. Distortion is introduced by a lim­
ited displacement vector amplitude resolution 
(quantisation) and a limited spatial resolution of 
displacement vector fields (sampling). From the 
view of this general description of displacement 
vector field coding, the term lossless encoding of 
displacement vector fields' as used frequently 
in the literature describes the encoding of 
displacement information which is already dis­
torted. The displacement reconstruction filter ap­
plied to transmitted displacement vector fields re­
duces the distortion, i.e. the displacement error 
variance. 

Comparisons of various displacement recon­
struction techniques applied to displacement vector 
fields with various amplitude and spatial resolu­
tions show that the bilinear interpolation filter per­
forms always better than the nearest neighbour 
interpolation filter and very close to optimum 
Wiener filter. The affine interpolation filter per­
forms slightly worse than the bilinear interpolation 
filter. The theoretical results obtained for various 
displacement vector amplitude resolutions, various 
spatial resolutions, and various displacement 
reconstruction techniques confirm the results 
achieved by heuristics. 

During displacement estimation a local neigh­
bourhood in the image signal is used to determine 
one displacement vector. Thus, if the picture ele­
ments in the local neighbourhood have been 
displaced differently the estimated displacement 
vector is not a sample of the displacement signal, 
but is an averaged value of the displacements in the 
local neighbourhood. This effect is described by 
passing the displacement signal through an estima­
tion filter before sampling. For each reconstruction 
filter there exists a corresponding optimal estima­
tion filter, the transfer function of which is present­
ed. Simulations show that a corresponding pair of 
estimation and reconstruction filter leads to a sig­

nificant decrease of the displacement error vari­
ance. This means for practical implementations 
that the same reconstruction filter as has been used 
for the displacement estimation must be used for 
the motion compensated prediction of the image 
signal. 

The rate-distortion analysis shows that allowing 
an infinite displacement vector amplitude resolu­
tion, the spatial resolution of the displacement 
vector field is a limiting factor for the achievable 
distortion, i.e. the displacement error variance. 
Thus, if a low displacement error variance is 
desired a high spatial resolution of displacement 
vector fields has to be chosen. The rate-distortion 
analysis confirms that for a full pel displacement 
vector amplitude resolution a spatial distance of 
displacement vectors of 1 6 x 1 6 pel is a good 
choice. For coding displacement vector fields with 
a lower distortion, the results propose to increase 
the spatial resolution instead of the amplitude res­
olution of the displacement vectors in order to code 
a displacement vector field at a lower transmission 
rate. 

In a video coding system the influence of the 
displacement error onto the motion compensated 
prediction error of the luminance and chrominance 
samples has to be taken into account additionally. 
In order to find the theoretically optimum bit allo­
cation for the displacement information and the 
prediction error image the analytical description 
presented here can be combined with the analytical 
description of motion compensating prediction 
presented in [4] . 
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Appendix A. Calculation of reconstruction filter frequency responses 

The reconstruction filter serves for the spatial interpolation of a sparse displacement vector field. The 
interpolation techniques under consideration here, are the affine and bilinear interpolation of estimated 
displacement vectors at node locations of a regular triangular or quadrilateral mesh. The attachment of 
a single estimated displacement vector to a whole block in traditional block matching is viewed as nearest 
neighbour interpolation of displacement vectors at node locations of a regular quadrilateral mesh. 

To describe the reconstruction of the displacement signal within one mesh element (patch) of a regular 
quadrilateral mesh a local coordinate system with coordinates X and Y is introduced here. As origin of the 
local coordinate system, the coordinate of the upper left node of the patch has been chosen. Its coordinates 
(x = X0, y = Y0) are then given by the coordinates (x = x 0 , y = v 0), of a point for which a displacement 
vector shall be calculated: 

X 0 = INT(x 0 /M)M, Y0 = WT(y0/N)N, (A.l) 

where INT( •) denotes the integer operation and M, N the horizontal and vertical distance of nodes of the 
mesh. The distance of nodes of the mesh corresponds to the horizontal and vertical sampling period of the 
displacement signal 

M = T„.,, N = Tdy. 

The local coordinates of the point under consideration are then given by 

X = x0 — X0, Y = y0 — Y0. 

(A.2) 

(A.3) 

For reconstruction of d'(X, Y) from the quantised four nearest samples d0^0 = dQ(0, 0), dMM = dQ(M, 0), 
do.N = dQ(Q, N) and dMN = dQ{M, N) of the filtered displacement signal (Fig. 9), by use of nearest neighbour 
interpolation, bilinear interpolation, or affine interploation, we get 

d'„, AX,Y) = { 

d'uuÁX, Y] 

(do.o 

d\t.O 

do.N 

d-M.N 

X 

~ M 

for 0 < X < M/2, 0 ^ Y < N/2, 

for Mß < JSC <M, 0 < y < N/2, 

for 0 s£ X < M/2, N/2 ^ Y < N, 

for M/2 < X < M, N/2 s= Y < N, 

(A.4) 

+ 1 (A.5) 

d'affi„e(X, Y ) — < 

X 

M 

Y 

Ñ 

do.o + 

do.o + 

x 

\M 

'Y X) 
MI 

dM.o + -dM.N f o r O ^ Z < M , 0 ^ Y < X 
N 

X 

N 

M' 

N 
(A.6) 

d0,N + —dMiN ïorO^X<M, X — ^ Y < N 
M M 

Regarding the general description for two dimensional filtering, 

d'{X, Y) = dQ(X, Y)*h2{X, Y) = dQ(X', Y')h2(X - X ' , Y - Y')dX'dY', (A.7) 
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do(0,0) do(M,0) dQ(0,0) dQ(M,0) dQ(0,0) 
1 ^ 

dQ(0,N) d Q ( M , N ) dQ(0,N) d Q ( M , N ) dQ(0,N) 

dQ(M,0) 

d 0 ( M , N ) 

fnferoohrn̂ nnT,c??ffih00d/°r ̂  reCOnStruct lon °'* displacement vector using (a) nearest neighbour interpolation, (b) bilinar interpolation and (c| arnne interpolation. 

the filter impulse responses are obtained by comparing the coefficients 

h 2 m ( X , Y ) = \l f ° r ° ^ m < M / 2 ' 0 ^ | T | < i V / 2 , 
0 else, 

h2.min(X, Y) = 

f(l -X/M)(\ - Y/N) for 0 ^ X < M , 

(1 + X/M){\ - Y IN) for - M ^ X < 0 , 

(1 - X/M)(l + Y/N) for 0 ^ X < M , 

(1 + X/M)(l + Y/N) for - M «s X < 0, 

0 else. 

0 s$ Y < AT, 

0 < Y < N, 

- N s: Y < 0, 

- N < Y < 0, 

(A.8) 

(A.1 

1 - X/M for 0 si X < M, 
N 

0 ^ y < X —, 
M 

1 + X/M -- Y/N for - M < X < 0, 0^Y < X ^ + N, 
M 

1 + Y/N for - M < X < 0, 
N 

~ N

N

s r < X j f 

1 - Y/N for 0 < X < M, 

1 + Y/N - X/M for 0 s: X < M, X - - N ^ Y < 0 , 

1 + X/M for - M < X < 0, 

(A.10) 

else. 

Now the frequency responses H2(f) can be calculated by Fourier Transformation of the reconstruction 
filter impulse responses: 

H2,aeucs,(fx,fy) = MN sine (nM fx) sine (nNfy), 

HiMuAfxJy) = MN sine2(nMfx)sii\c2(T:Nfy), 

H2,*mnt(fx,fy) = MN smc(nMfx)smc(nNfy)smc{n(Mfx + Nfy)). 

Eqs. (15H17) then follow with (A.2). 

(A.ll) 

(A. 12) 

(A.13) 
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Appendix B. Calculation of estimation filter frequency responses 

The estimated displacement vector in general is not a sample of the true displacement signal, but is an 
averaged value of the displacements in the local neighbourhood. This effect has been modelled by low pass 
filtering the true displacement signal before sampling. 

To simplify the calculations it is assumed in the following that displacement estimation can be expressed as 
a minimisation of the squared difference between the exact displacement signal and a displacement signal, 
which is implicitly interpolated from the sparse displacement vector field to be estimated. This implicit 
displacement signal depends on the 2D transformation model of the displacement estimator. The assumption 
of minimizing the squared difference between the two displacement signals is valid, when during displace­
ment estimation the squared difference between the motion compensated previous frame and the original 
current frame is evaluated in large measurement windows. 

Now we have to determine the frequency response Hi(/*,/, ,) for each frequency f0 = ( F 0 , X J O , Y ) T 1 1 1 S U C H 

a way, that the displacement error variance according to Eq. (14) with (13) and (4) becomes minimum: 

Sddifxify, 

1 

Td.X T d , y 

H i ( / x , / , ) H 2 ( / „ / , ) - l 

n — — com — — oc 
<m,tt) jt (0,0) 

+ ( T d . x T d , y ) S „ 0 „ 0 ( f x , f y ) [ — — H 2 ( f x , f y 
1 d.x 1 d.y 

1 
à f x é f y — MIN. (B.l) 

Please remember, that all considered frequency responses are real. By partial derivation of o\t with respect 
to H,( /o) we get, as long as H2(f) does not depend on Hx(f), a condition for H^f): 

1 2 

1 OOET 

2 <"«,(. / ; , I 
S,M( FO 

1 

T d . x T d . 

• H i ( / o ) H 2 ( / o ) - l 
1 

Td.x Td.\ 
H2(fo) 

00 00 

+ Sdd(f0)H1(fo) I I 
n— —go m = - co 

(m,n) # (0,0) 

1 H F m f - — 

7f 7F—NL\ J0.X ~ >JO,Y T 

1 d.X 1 d.Y \ 1 d.X 1 d.Y 

= 0 for e a c h / 0 = ( f 0 , x , f 0 , y ) , 

which we can solve for H^f): 

H2(f) 

(B.2) 

H , ( / ) 1 

, Td,x T d , y ) „ • oo m — — oc 

(B.3) 

For an evaluation of Eq. (B.3) it is useful to simplify the denominator, because of the infinite summation. 
The denominator describes normalised shifted copies of ( H 2 { f x , f y ) f . It is thus the Fourier transform of 
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n — oC' m-

The reconstruction filter under consideration here have short impulse responses and (B.4) can be evaluated 
easily. The desired estimation filter frequency responses are given in Eqs. (20)-(22). 
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a sampled 'signal' given by h2(.\, y)** h2( - x, - y), where the operator (**) denotes two-dimensional 
convolution. We can thus write for H^f): 

Hi(f) = — ; • . (B.4) 

X Z (h2(x, y)**h2( - x, - y))ô(x + mTdiX, y + nTd.y)e--2n,"T^e~2™T^> 
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