Automated abstraction of nonlinear analog circuits to reliable set-valued models with reduced overapproximation
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ABSTRACT

This paper tackles the analog and mixed-signal modeling for verification challenges. It proposes an adjustable automated modeling approach, which provides set-valued models with reduced overapproximation. The models reliably enclose parameter variations and modeling errors. The reduced overapproximation is obtained by computing the intersecting set of models with intervals and affine forms. The nonlinear circuit examples show a reduced overapproximation up to 86%.

1. Introduction

Reliability of integrated circuits becomes increasingly challenging with the ongoing trend of miniaturization. Even small uncertainties can lead to a circuit’s failure. Verification methods are applied for proving correct behavior. Developers are confronted with many difficulties with common verification methods. Simulation runs only provide limited reliability, since a complete coverage of the parameter space is not possible in finite time. There are several approaches to cover parameter variations and modeling errors with range arithmetic [1–3]. The drawback of using ranges is unnecessarily conservative overapproximation. Models that reliably enclose all uncertainties and perform the enclosure as close as possible to cover the simulation results are desirable.

Complex integration among analog/digital designs in a single chip is another challenge. In the digital domain formal verification on system-level is established. In the analog domain verification relies on transistor-level simulation and experience. Verifying digital and analog parts independently is error-prone. The proper interaction of all parts has to be guaranteed. Another possible source of error is the generation of the models manually. Therefore, automated approaches are preferable.

Modeling analog and mixed-signal circuits (AMS) as hybrid automata (HA) and verification with reachability analysis offer promising solutions [4–6]. Modeling of AMS circuits with hybrid automata provides the advantage of preserving the discrete and continuous behavior in a common system. With reachability analysis it is possible to determine the set of all reachable states, starting from a set of initial states under the influence of a set of inputs and disturbances. The possibility to include variations as additive terms is described in [7,8]. A significant enhancement was presented in [9]. In contrast to previous methods, this approach enables to model parametric variations in individual components with intervals and affine forms.

In this paper, we elaborate on the findings of our previous work [9]. Shortly summarizing, we have presented an approach for providing reliable models of nonlinear analog circuits for formal verification. We have shown that modeling with affine forms do not generally result in lower overapproximation than modeling with intervals. To reduce the generated overapproximation we suggested to consider only the intersecting set of the resulting sets modeled with different methods.

In this paper, we pursue the approach to reduce the overapproximation. We refine it for automation and generate an optimized model for each example. Moreover, we prove the applicability to highly nonlinear circuits and provide analyses around the stable point under the influence of variations and disturbances.

The remainder of this paper is organized as follows. In Section 2 we describe the modeling framework. Then we present the reduction of the overapproximation in Section 3. Finally, we provide results in Section 4 and conclude this paper in Section 5.
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2. Modeling framework for parametric variation

In this section, we describe the automated approach for generation of set-valued models, presented in [9]. It is divided into the generation of symbolic circuit models, modeling of parameter variations with range arithmetic and the inclusion of these models in the modeling framework. Fig. 1 gives an overview of the framework.

2.1. Automated generation of symbolic circuit models

For the automated generation of symbolic circuit models a circuit netlist and piecewise linear (PWL) models of all nonlinear devices are required. The PWL modeling is based on [10]. PWL models are obtained from detailed SPICE reference models. The reference models are finely sampled to gain data points. Following, linear regions from these data points are constructed. For this purpose the change point detection algorithm [11] for devices like diodes or the Delaunay triangulation for devices with more than one input like transistors are applied. The number of linearized regions is adjustable for finding a tradeoff between model complexity and accuracy. As described in [9], the increasing PWL granularity boosts the unnecessarily conservative overapproximation. Using optimization techniques like simulated annealing or genetic algorithms the linear regions are minimized.

In the next step, the nonlinear devices are replaced with the PWL models and represented as controlled sources and passive components. The netlist is converted into system equations by using the Modified Nodal Analysis [12].

\[
(sC_0 + G_0)x_0 = B_0u
\]

\[
y_0 = D_0x_0
\]

with \(C_0\) and \(G_0\) as inductance/capacitance and conductance matrices, \(x_0\) as a state vector and the product of \(B_0u\) as a vector of independent sources. The product of \(D_0x_0\) is the output vector.

All passive components in these matrices are represented by symbolic variables \(\tilde{R}, \tilde{C}\) and \(\tilde{L}\). In this paper, symbolic variables are denoted by \((\tilde{\cdot})\). For example, in case of the two stage nonlinear transmission line in Fig. 3(b), \(G_0\) results in

\[
G_0 = \begin{bmatrix}
\frac{1}{R_0} + \frac{1}{R_1} & \frac{1}{R_1} & 0 & 1 \\
-\frac{1}{R_1} & \frac{1}{R_1} & \frac{1}{R_2} & \frac{1}{R_2} & 0 \\
0 & -\frac{1}{R_2} & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0
\end{bmatrix}
\] (2)

The system equations are transformed to state-space representation based on [13]. State-space models at block-level are composed from the device models previously obtained. The compositional approach promotes exponential growth of the number of linear regions. This problem
2.2. Modeling parameter variations with range arithmetic

Reliable modeling of uncertainties like process variations, drift, aging, noise requires set-valued models. For this purpose we use range arithmetic, more precisely intervals and affine forms.

The definition of an interval \([x]\) is a set of real numbers

\[
[x] = [\underline{x}, \overline{x}] = \{ x \in \mathbb{R} | \underline{x} \leq x \leq \overline{x} \}
\]

(3)

bounded by \(\underline{x}\) as minimum and \(\overline{x}\) as maximum.

Affine arithmetic represents intervals as symmetric sums, called

\[\tilde{x} = x_0 + \sum_i e_i x_i\]

(4)

with \(x_0\) as the center value, \(e_i\) as the noise symbols and \(x_i \in \mathbb{R}\) as the partial deviations. In this paper affine forms are denoted by \(\tilde{\phi}\). Every \(e_i\) describes the influence of an uncertainty on \(\tilde{x}\) and might accept a real value within the given bounds \([-1; 1]\). The partial deviations \(\tilde{x}_i\) are given by the size of the uncertainty.

Mathematical operations on affine forms result in a new affine form. Linear operations provide exact results and do not generate further deviation terms. On the other hand, nonlinear operations introduce new deviation terms describing the approximation error [16].

2.3. Inclusion of parameter variation models

In the resulting matrices all symbolic variables are substituted with intervals and affine forms, respectively. Exemplary a resistor \(R\) is replaced with its model of parameter variation \(\tilde{R} = [\underline{R}, \overline{R}]\) or \(\tilde{\phi}(\epsilon) = r_0 + \sum \epsilon_i r_i\).

Because reachability analysis is performed with sets represented as zonotopes or intervals, an adaptation of the affine forms is necessary. The affine form is converted to the zonotope \(\tilde{R} = (\tilde{\phi}(\epsilon)|\epsilon_i \in [-1;1]}\) with \(r_0\) pointing to the center and \(r_i\) referring to the generators.

The computation with parameter variation models results in semi-symbolic HA in form of state-space equations:

\[
\dot{x}(t) = A x(t) + B u(t) \\
y(t) = C x(t) + D u(t)
\]

(5)

with \(A, B, C\) and \(D\) as the state, input, output and feedthrough matrices and \(x(t)\) and \(u(t)\) are the current state vector and the source vector at time \(t\). Every linear region of the PWL model results in an extra state-space equation. The HA model is a set of these equations. The state-space equations consist of state equations \(\dot{x}(t)\) and output equations \(y(t)\). The output equation of the first linear region is the input of the state equation in the second linear region.

Generation of PWL models leads to additional controlled sources. For parameter variation of PWL models these sources \(\tilde{i}\) and \(\tilde{u}\) are included as zonotopes in \(y(t)\).

3. Reduction of overapproximation

The generated semi-symbolic hybrid automata models contain intervals and affine forms, respectively. Inserting parameter variation values in these models, respectively and performing reachability analysis leads to different reachable sets, as we have shown in work [9]. Models with affine forms result mostly, but not in all cases in lower overapproximation. To reduce the overapproximation, it is necessary to determine the intersecting set of the computed reachable sets with both modeling using intervals and modeling with affine forms.

The size of the obtained reachable set after performing reachability analysis can be measured in two ways. In [17] a volume formula for zonotopes in multidimensional space is described. The other way of size measuring is to estimate the total area by calculating the projected area of all enclosed zonotopes of the reachable set. For purposes of illustration we use the latter one in this paper.

In the following we denote the total area of the reachable set by modeling with intervals as \(\mathcal{A}_{\text{Interval}}\) and the total area obtained by models with affine forms as \(\mathcal{A}_{\text{AffineForm}}\). The area of the intersecting set is defined as

\[
\mathcal{A} = \mathcal{A}_{\text{Interval}} \cap \mathcal{A}_{\text{AffineForm}}
\]

(6)

Possible states in the state space can only occur in the intersecting set between both reached sets. Since both methods yield overapproximation it is obvious that the area outside \(\mathcal{A}\) can be reduced. Neglectable overapproximation is described as \(\mathcal{A}_{\text{NegAF}} = \mathcal{A}_{\text{Interval}} \cap \mathcal{A}_{\text{AffineForm}}\). We enhance the modeling framework presented in Section 2 with Eq. (6). After automatically generating the semi-symbolic hybrid automata models and performing reachability analysis, we reduce the overapproximative reachable set, resulting in an optimized model.

Performing set operations on zonotopes will introduce additional overapproximation, thus the set operations are done with polytopes. The projected reachable sets are converted from zonotopes into polytopes. The conversion and subsequent set operations with polytopes are without additional overapproximation. The percentual area reduction is calculated as \(\mathcal{A}_{\text{RedAF}} = \frac{\mathcal{A}_{\text{NegAF}}}{\mathcal{A}_{\text{Interval}}}\) with the total area of both set \(\mathcal{A}_{\text{Total}} = \mathcal{A}_{\text{Interval}} \cup \mathcal{A}_{\text{AffineForm}}\). In the following, we call models with overapproximation \(\mathcal{A}_{\text{Total}}\) as Model A and the optimized models containing only \(\mathcal{A}\) as Model B.

4. Experimental results

Our approach is demonstrated on three circuit examples, a DC-DC converter with a D1N4148 diode shown in Fig. 3(a), a two stage nonlinear transmission line (NLTL2) circuit with D1N4148 diodes as well, shown in Fig. 3(b), and a second-order low-pass filter (LPF) with an operational amplifier LMC6484 depicted in Fig. 3(c). The PWL model of

(a) DC-DC converter with LC-Filter
(b) Nonlinear transmission line with two stages (NLTL2)
(c) Second-order low-pass filter (LPF)

Fig. 3. Schematics of exemplary circuits.
Fig. 4. Reachable set of the exemplary circuits with parameter variations with $\mathcal{N}_{\text{interval}} \cup \mathcal{A}_{\text{AffineForms}}$ as Model A and $\mathcal{N}_{\text{interval}} \cap \mathcal{A}_{\text{AffineForms}}$ as Model B.
Fig. 5. Reachable set of the circuit NLTL2 with different parameter settings with $\mathcal{X}_{\text{Interval}} \cup \mathcal{X}_{\text{AffineForms}}$ as Model A and $\mathcal{X}_{\text{Interval}} \cap \mathcal{X}_{\text{AffineForms}}$ as Model B.
the diode consists of four linear regions and the PWL model of the operational amplifier of six linear regions. The digital parts of the AMS circuits are not explicitly shown in the schematics, but are modeled as input signals.

The specific parameter selection indicates high nonlinearity, as illustrated in Fig. 2. A closer view on the simulation of the circuit LPF shows oscillations.

Reachability analysis and simulations are performed with the software tool COntinuous Reachability Analyzer (CORA) [18]. In the following, all trajectories in the figures are obtained by simulations of the PWL model. In previous work [19,20] it has been established that the simulation trajectories are equivalent between the real model and PWL model.

In circuit LPF, the resistors are set to $R_1 = 10 \, \Omega$, $R_2 = 10 \, k\Omega$, and $R_3 = 1 \, k\Omega$, while the capacitors are set to $C_1 = 10 \, \mu F$ and $C_2 = 10 \, \mu F$. Fig. 4(c) shows the reachable set of the LPF. The parameter variation is set to $\pm 1\%$ for $R_2$ and $R_3$ respectively. The initial set of the LPF has the size of $1 \times 10^{-4}$ for all dimensions in $y(t)$ and the input of 7.25 V with the input variation of $\pm 0.25 \, V$. The reachable set is projected onto $V_{C1}$ and $V_{C2}$ in Fig. 4(c) and onto $t$ and $V_{C2}$ in Fig. 4(f). Model A and Model B reliably enclose numerous random simulation runs (red trajectories) with the same device parameter variation. Modeling errors and the input variation are as well enclosed. Model B shows a tighter enclosure of the simulation results than Model A. The reduced overapproximation with Model B amounts 26% in Fig. 4(c).

Similar results shows the next example DC-DC converter. The circuit parameters of the DC-DC converter are set to $R = 1 \, \Omega$, $R_L = 100 \, \Omega$, $L = 20 \, \mu H$ and $C = 150 \, \mu F$, respectively. The initial set has the size of $1 \times 10^{-7}$ for all dimensions in $y(t)$. The input signal is pulsed from $0 \, V$ to $1 \, V$. The device parameter variation is $\pm 2\%$ for $R$, $L$ and $C$ respectively. The reachable set is projected onto $V_{C}$ and $I_L$ in Fig. 4(a) and onto $t$ and $I_L$ in Fig. 4(d). Model A and Model B enclose all simulation runs. Model B encloses the simulation results much tighter than Model A. The reduced overapproximation with Model B even reaches 84% in Fig. 4(a).

The results are reinforced with the third example. The reduction of overapproximation is 39% in Fig. 4(b). The circuit parameters of the NLTL2-1 are set to $R_0 = 1 \, \Omega$, $R_1 = 0.5 \, \Omega$, $R_2 = 10 \, \Omega$, $L_1 = L_2 = 1 \, mH$ and $C_1 = C_2 = 300 \, mF$. The parameter variation is set to $\pm 1\%$ for $R_0$, $R_1$ and $R_2$ respectively. The initial set of the NLTL2 circuit has the size of $0.01$ for all dimensions in $y(t)$. The input of $0.8 \, V$ with the input variation of $\pm 0.05 \, V$ exceeds the forward voltage of $0.7 \, V$ of the diode D1N4148.

The reachable sets of NLTL2-1 are moreover shown in Fig. 5(a) to (c). The reachable set is projected onto $V_{C2}$ and $I_{L2}$ in Fig. 5(a), onto $I_{L1}$ and $I_{L2}$ in Fig. 5(b) and onto $t$ and $I_{L1}$ in Fig. 5(c).

### Table 1
Comparison of projected area for NLTL2-2.

<table>
<thead>
<tr>
<th>Projected sizes</th>
<th>Projected area</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Affine forms</td>
</tr>
<tr>
<td>$V_{C1}$ and $V_{C2}$</td>
<td>0.1817</td>
</tr>
<tr>
<td>$V_{C1}$ and $I_{L2}$</td>
<td>0.1508</td>
</tr>
<tr>
<td>$t$ and $V_{C1}$</td>
<td>0.0027</td>
</tr>
<tr>
<td>$t$ and $V_{C2}$</td>
<td>0.0033</td>
</tr>
</tbody>
</table>

### Table 2
Comparison of runtime.

<table>
<thead>
<tr>
<th>Example</th>
<th>Runtime[s]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Interval</td>
</tr>
<tr>
<td>NLTL2-1</td>
<td>4.4</td>
</tr>
<tr>
<td>NLTL2-2</td>
<td>2.8</td>
</tr>
<tr>
<td>DC-DC converter</td>
<td>1.6</td>
</tr>
<tr>
<td>LPF</td>
<td>6.4</td>
</tr>
</tbody>
</table>
Results with another setting NLTL2-2 are illustrated in Fig. 5(d) to (f). The reachable set is projected onto the same dimensions as Fig. 5(a) to (c). The circuit parameters in this example are set to \( R_0 = 0.1 \ \Omega, R_1 = R_2 = 1 \ \Omega, L_1 = L_2 = 1 \ \text{mH} \) and \( C_1 = C_2 = 1 \ \text{mF} \).

The Fig. 5(a) to (f) show the nonlinear behavior of NLTL2 with different parameter settings. The enclosure to cover the simulation results of Model B is much closer that than of Model A. The reduced overapproximation of the reachable set with Model B gains up to 41% in Fig. 5(a) with the first parameter setting and even up to 86% in Fig. 5(d) with the second parameter setting.

The analyses show that Model B consistently has a significantly lower overapproximation. Considered more closely, in most cases models with affine forms are a subset of models with intervals. The effect grows with higher nonlinearity and the increasing number of calculation steps.

There are cases, in which the reachable set \( \mathcal{A}_{\text{AffineForms}} \) using models with affine forms overlaps the set \( \mathcal{A}_{\text{Interval}} \) using intervals in some places, shown in Fig. 6. This means, the set difference \( \mathcal{A}_{\text{Neg}} = \mathcal{A}_{\text{Interval}} \setminus \mathcal{A}_{\text{AffineForms}} \) is not empty.

The presented results in Fig. 6 have a resonant circuit in common, which oscillates with damping and reaches the stable state. Here, the initial set of the modified NLTL2-2 circuit has the size of 0.005 for all dimensions in \( y(t) \) and the center in 0.405. The modified settings of the DC-DC converter example are \( R = 0.25 \ \Omega \), the initial set with the size of 0.05 for all dimensions in \( y(t) \) and the parameter variation is set to \( \pm 20\% \) for \( C \). The input signal is pulsed from 0 V to 1.95 V with the input variation of \( \pm 0.05 \text{ V} \). Here, the PWL model of the diode consists of eight linear regions.

Table 1 shows the area results of the example NLTL2-2. Depending on the projected sizes and parameter settings models with affine forms or models with intervals may prove more appropriate. This consideration illustrates the importance of generating the subset Model B, because the result is unknown beforehand. With Model B an additional reduction in overapproximation with around 3% compared to the more appropriate model is achieved.

Table 2 shows the average runtime results of the examples. The runtime of Random simulation consists of 1000 trajectory runs. All computations are performed on a 64 bit system with an Intel i7-2600K processor at 3.4 GHz and 16 GB RAM. The modeling approach not only offers reliable results, but also enables an acceptable runtime.

5. Conclusion

In this paper, we have presented an approach, which generates reliable AMS circuit models with a highly reduced overapproximation. In all cases simulation runs with variations of different parameter were fully enclosed of the generated models. We have shown that this approach is applicable on circuit examples with highly nonlinear behavior. The reduction of overapproximation on the demonstrated examples reaches up to 86%.
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