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Abstract

Over the last several years it has been shown that image-
based object detectors are sensitive to the training data and
often fail to generalize to examples that fall outside the orig-
inal training sample domain (e.g., videos). A number of
domain adaptation (DA) techniques have been proposed to
address this problem. DA approaches are designed to adapt
a fixed complexity model to the new (e.g., video) domain.
We posit that unlabeled data should not only allow adap-
tation, but also improve (or at least maintain) performance
on the original and other domains by dynamically adjust-
ing model complexity and parameters. We call this notion
domain expansion. To this end, we develop a new scalable
and accurate incremental object detection algorithm, based
on several extensions of large-margin embedding (LME).
Our detection model consists of an embedding space and
multiple class prototypes in that embedding space, that rep-
resent object classes; distance to those prototypes allows
us to reason about multi-class detection. By incrementally
detecting object instances in video and adding confident de-
tections into the model, we are able to dynamically adjust
the complexity of the detector over time by instantiating new
prototypes to span all domains the model has seen. We test
performance of our approach by expanding an object de-
tector trained on ImageNet to detect objects in egocentric
videos of Activity Daily Living (ADL) dataset and challeng-
ing videos from YouTube Objects (YTO) dataset.

1. Introduction

Over the past several years its been shown that there are
significant biases among object detection datasets [19, 34],
as well as between such datasets and the real world imagery.
As a result, supervised classifiers/detectors trained on one
dataset, often fail to work adequately on another, or real
world images, statistics of which may have not been well
captured in the original (labeled) training dataset. To han-

Figure 1. Incremental Domain Expansion: Illustration of the the
overall proposed learning framework. First a large margin em-
bedding (LME) detector is built based on labeled static images
from ImageNet. As unlabeled videos arrive, detected objects are
ranked based on detection confidence. Top ranked detections are
expanded into tracks and used for new class prototype learning.
Note that while a TV test sample (in red) may be too far in appear-
ance from the original ImageNet trained model and hence misclas-
sified, new prototypes, added based on tracks from videos, help to
bridge the gap leading to correct classification.

dle such biases a number of supervised [1, 20, 27], semi-
supervised and unsupervised [9, 12, 13, 16] domain adap-
tation methods have been proposed, for both classification
[20, 27] and real-valued regression [39] tasks.

While most domain adaptation techniques focus on ap-
plications where both training and test instances are images
[20, 27], taken with conventional cameras, a few address
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the problem in the context of image-to-video object detec-
tor adaptation [6, 11, 28, 29, 31]. Image-to-video scenario,
is both compelling and challenging. It is highly desirable
to utilize image datasets for training detectors to be used
in videos, because images are easier to label and plenty
of richly labeled datasets already exist. Obtaining a video
equivalent of the ImageNet [5], in terms of scope, would be
an insurmountable task. However, there are often signifi-
cant appearance differences between images (e.g., obtained
on the web) and videos (e.g., obtained on Youtube or us-
ing egocentric cameras). Web images tend to be of high
resolution and are object-centric [5]. Videos, on the other
hand, often come at lower resolution, are not object centric
and, at least in egocentric setting, have a widely different
appearance due to the quality of the sensor and motion ar-
tifacts. Hence domain shift between images and videos is
often severe (e.g., see results in [25]).

Nearly all domain adaptation techniques assume that
data is separated into well defined discrete domains, most
often a source (training) domain the the target (test) domain,
and the task is to effectively transfer learned information (or
labeled samples) from source to the target domain. This no-
tion of discrete domains and focus on performance in only
the target domain is somewhat of an oversimplification. In
practice, as noted in [15], the target domain is often con-
tinuously evolving. Further, one can argue that as object
instance, appearance, lighting and view are changing, the
resulting evolution is actually an expansion of the original
domain of this object, not formation of a new or evolution of
the old domain. The difference is subtle. In continuous do-
main adaptation [15] (and incremental learning [28, 29]) the
goal is to continuously adapt (or learn) a fixed complexity
model to perform as accurately as possible on the arriving
target batch of data. We argue for continuously adapting
the complexity of the model itself. This should allow the
adapted model to not only improve with respect to the ar-
riving data, but also to at least retain its performance on the
prior and future domains. We also do not assume that data
arrives in a continuously evolving stream [15].

To this end we propose an incremental, self-paced in-
spired, approach to expanding the domain from images to
unlabeled videos. We start from a large-margin embedding
(LME) model [37], which we adapt to a detection task. Us-
ing this detection model, objects in the arriving unlabeled
videos are found, and tracks associated with most confident
instances are extracted (Figure 1 (right)). If instances from
these tracks form a cluster, they are further used to adjust
the complexity of the model by adding new class proto-
types (Figure 1 (bottom left)). This process of extracting
confident instances and learning expanded domain model,
continues as additional videos arrive.

Our method is inspired by the overarching goals of life-
long learning [4, 30]. We note that our approach is related to

sub-categorization, but unlike sub-categorization, which as-
sumes fully labeled [14] or weakly-labeled instances [4], we
work in an entirely unsupervised scenario. Further, while
sub-categories, in general, do not form any sort of coher-
ent structure in appearance space, our model ensures that
object class prototypes form a coherent manifold, through
regularization, limiting drift in learning.

Contributions: Our main contribution is the framework
for incremental domain expansion, where complexity of
an image-based object detection model is continuously ad-
justed to newly arriving unlabeled videos in a way that, over
time, improves the performance on the evolving video do-
main but at the same time maintains (or improves) accuracy
on the original image domain. Effectively, domain expan-
sion, is about building a better overall detector using unsu-
pervised video data. As part of this larger goal we formulate
a new object detection model, inspired by the large-margin
embedding (LME). We show how to extend the LME from
multi-class object categorization to multi-class object detec-
tion problem, by introducing novel detection constraints to
deal with the negative instances. We also propose a prob-
abilistic formulation for LME, which allows the model to
perform intuitive confidence evaluation for test instances
and a novel multi-prototype LME formulation, that supports
incremental learning.We show incremental domain expan-
sion is effective in applying object detectors, trained with
only ImageNet, to videos, improving performance by 48%
(13% through expansion) with respect to original LME on
ADL dataset[25] and by 15% on the YTO dataset [26].

2. Related Work
Domain adaptation from image to image domain: Our
domain expansion method is closely related to domain
adaptation (DA), which is a statistical method that focuses
on the adaptation of an existing model in one domain
(source) to a new data domain (target). The domain adapta-
tion can be categorized into supervised methods [1, 20, 27],
where labels are available for the samples in the target do-
main, and unsupervised methods, where no label is pro-
vided [9, 12, 13, 16, 31]. Our method relates to the latter
case, as we aim to expand a model learned on labeled im-
ages to encompass unlabeled video data. The main differ-
ence between our method from the existing method is that,
while the existing methods assume that there exist multi-
ple discrete domains, we view all domains as related, as in
[15], which models the source and target data on a single
continuous manifold without clear distinction between the
two. Based on this assumption, our model aims to improve
on both source and target domains, while most method care
only about the performance on a given target domain.

Adapting object detectors trained on images to videos:
Among many DA tasks, the task of adapting detectors
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trained on images to unlabeled video data is a topic of par-
ticular interest, largely due to the difficulty of video data an-
notation. Many models resort to a strategy that selects neg-
ative and positive samples from the test data based on their
confidence with respect to the existing detector [36, 29, 31].
In [36], the baseline detector with low threshold generates
positive/negative samples for the new vocabulary tree-based
classifier that then decides on the label. Our model also
leverages an existing model to select test samples, but in
our case, the model is not fixed, but is allowed to expanded
in complexity. We also aim to not only improve on the video
domain, but also maintain, or improve, performance on the
image domain. When deciding which detections to add to
the training pool, many works further exploit the tempo-
ral continuity of frames in the video data [29, 31, 6], such
as [29] which utilizes tracks, and leverage the matches be-
tween tracks and confident detections from a baseline de-
tector as additional positive samples.

Perhaps closest works to ours are [31] and [6]. Tang et
al. [31] proposed a self-paced method that incrementally
adds positive samples, in the order of increase classification
performance. Our self-paced learning algorithm is similar,
but we expand the model instead of retraining it. Donahue
et al. [6] proposed a method that incorporates an instance
similarity graph to regularize the model, and applied it to
the case of video data, where the distance of the instances
within a track were utilized as the auxiliary instance simi-
larity. Our method also leverages such similarities between
entities, but it models group(video)-to-category similarity
rather than instance-to-instance similarity, and the similar-
ity graph is not given but is implicitly built from the order
the videos arrive. Some works attempt the opposite of us-
ing weakly supervised YouTube videos to train image object
detectors [26].

Self-paced learning: Our ranking of the unlabeled video
samples based on their classification confidence, is related
to self-paced learning [21], where the data points are pre-
sented in a meaningful order, which is often determined by
the difficulty of classifying a given sample. In the original
work of [21], self-paced learning was used to learn latent
variables, and in [22], it was used to discover object cate-
gories from clustered image patches. Self-paced learning
was also used in Tang et al. [31] to incrementally add in un-
labeled samples into the labeled pool. Our work leverages
a similar selection method, but our model considers multi-
class case while [31] considers the single-class model.

Lifelong learning: The idea of lifelong learning, which is
a continuos learning that transfers the knowledge learned
at earlier learning stages to later stages, was first con-
ceived in [32], and has become an active topic of research
following the success of Never Ending Language Learner
(NELL) [3]. NELL is an incremental model that learns

about new concepts and rules by continuously observing
textual input. Similar work has been proposed for the case
of image data in [4]. Our work can be also viewed as an
instance of lifelong learning, since the model is incremen-
tally improved leveraging continuous stream of inputs, and
the new subcategory prototypes are learned in the context
of existing category prototypes.

Large-margin manifold embedding models for recogni-
tion: Our model builds on the large-margin (class) em-
bedding (LME) [37, 2, 38], which aims to learn a low-
dimensional space that is optimized for class discrimina-
tion. LME recently gained popularity, largely due to it’s
ability to scale to many class labels, which is becoming
increasingly important with image classification becoming
more focused on large-scale datasets. While there are many
variants of LME, the one that is particularly relevant is [24],
which presents a probabilistic multi-centroid model, that
bares similarity to ours. However, the k-centroids for each
class in [24] are obtained from k-means clustering on the
original labeled samples, while in our model the multiple
centroids are incrementally added as the model expands
with new videos.

3. Incremental Learning Framework
We consider the general problem of applying an object

detector, trained on images, for detecting objects in videos
in completely unsupervised manner.

To formally state the problem, given a training image
set DI = {xi, yi}NI

i=1, such as ImageNet [5], that has NI
labeled instances, where xi ∈ RD is a D-dimensional fea-
ture descriptor of an image patch containing an object and
yi ∈ {1, . . . , C} is the object label, we propose to first learn
a large-margin embedding (LME)-based object detection
model. The choice of proposing an embedding-based de-
tection paradigm, over the more traditional SVMs or latent
SVM, stems from flexibility and scalability of such models,
their ability to generalize with little to no data [24], as well
as their state-of-the-art performance on large-scale catego-
rization tasks [10].

Once initial LME detection model is trained (Sec-
tions 3.1 and 4.1), we want to utilize unlabeled data from
a sequence of arriving videos to incrementally improve the
learned model. We propose an incremental learning frame-
work that iteratively refines and adds complexity to the
model as it is needed and consists of the following steps:

1. From each video we extract object proposals {bi}Nv
i=1,

using [35], and corresponding feature vectors {xi}Nv
i=1.

2. We evaluate each xi using proposed probabilistic
multi-center LME model to obtain a set of detec-
tions, labels and corresponding confidences Dv =
{xi, ci, p(y = ci, d = 1|xi)}Nv

i=1 (see Section 4.5)
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3. We extend the set of detections by exploiting temporal
consistency (see Section 4.5).

4. Finally, we update the model using selected samples,
as described in Section 4.4.

This process continues while videos arrive. The framework
is illustrated in Figure 1.

3.1. Background: Large Margin Embedding

Large-margin embedding [37] is a method for classifica-
tion that projects samples into the low-dimensional space in
a way that achieves separation among instances belonging
to different classes, with respect to Euclidean metric.

As above, we denote the labeled training data1 as D =
{xi, yi}Ni=1. The goal of LME is to learn a linear low-
dimensional embedding defined by a projection matrix
W ∈ Rd×D (d ≪ D), together with class prototypes
uc ∈ Rd, c = {1 . . . C}, in the embedding space, such that
a sample projected into this low dimensional space is closer
to the correct class prototype than to all other prototypes.

Let us denote d(zi,uc) as a similarity measure between
a projected feature vector zi = Wxi and a prototype uc.
LME objective described above can be encoded by a posi-
tive margin between similarity of zi and its true prototype
and all the other prototypes:

d(zi,uyi) + ξic ≥ d(zi,uc) + 1, (1)
i = {1 . . . N}, c = {1 . . . C}, c ̸= yi,

where ξic play the role of slack variables that we want to
minimize. The learning of the optimal W and {u1, . . . ,uc}
can be formulated as minimization of:∑

i,c:c̸=yi

ξ+ic + λ∥W∥2FRO + γ∥U∥2FRO, (2)

where U us the columnwise concatenation of prototypes uc,
ξ+ is defined as max(ξ, 0) and λ and γ are weights of the
regularizers. The label of a new sample x∗ at the test time
can then be determined by comparing the similarity of this
new sample to prototypes in the embedding space:

y∗ = argmax
c

d(z∗,uc) = argmax
c

d(Wx∗,uc). (3)

In the initial formulation [37], L2-based similarity measure
was used, however, we employ scalar product to measure
similarity in the embedding space

d(zi,uc) = dW(xi,uc) = ⟨Wxi,uc⟩. (4)

1We drop I subscript to avoid clutter.

4. Multi-prototype LME for object detection
The initial LME model is designed for object classifica-

tion task. We extend the LME formulation to be applicable
for object detection and provide corresponding probabilistic
interpretation. We also derive multi-prototype formulation
and present an algorithm for incremental learning.

4.1. LME model for object detection

The trivial way to extend the LME model for object de-
tection is to assume existence of a non-object class. How-
ever, this would lead to modeling of this non-object class in
LME using a non-object prototype. Since the variability in
the appearance within the non-object class is much higher
then within any other class, this may not be ideal.

Hence, instead, we define a patch as not containing an
object of interest if it is sufficiently dissimilar to all known
object class prototypes. This can be expressed as a set of
additional large-margin constraints in the optimization:

dW(x0
j ,uc) ≤ 1 + ξj0, c = {1, . . . , C}, ξj0 ≥ 0, , (5)

that require the similarity to be low (distance to object pro-
totypes high) for the non-object samples. Here x0

j , j =
{1, . . . , N0} are patches, that do not contain any object of
the target classes, and ξj0 are positive slack variables.

We note that for our specific similarity measure this actu-
ally pushes negative samples towards the center of the em-
bedding space and effectively amounts to feature selection
(or suppression) between all positive and a negative class;
for other metrics, e.g., a Euclidian metric, the geometric in-
terpretation would be different.

The training objective is changed respectively to:∑
i,c:c̸=yi

ξ+ic +
∑
j

ξ+j0 + λ∥W∥2FRO + γ∥U∥2FRO. (6)

The prediction for a new feature vector x∗ is formulated as
follows:

y∗ =

{
argmaxc dW(x∗,uc), dW(x∗,uc) ≥ τ,

c0, ∀c = 1, . . . , C : dW(x∗,uc) < τ,
(7)

where τ is chosen based on the precision-recall trade-off,
and c0 denotes a non-object class.

Numerical optimization: Optimization in Eq. (6), with the
corresponding constraints, is bi-convex in W and U. We
optimize Eq. (6) using alternating optimization, where we
alternate between solving for U and W while keeping the
other variable fixed, using stochastic gradient descent. The
alternation process is repeated until the convergence crite-
rion is met2.

2∥U−Uprev∥2 + ∥W −Wprev∥2 ≤ ϵ
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4.2. Probabilistic LME interpretation

Estimation of confidence of the detector will be critical
in ordering and selecting samples for domain expansion. In
[31] authors use the value of the loss (or margin) as confi-
dence. We, however, are dealing with a multi-class prob-
lem, so instead we derived the following probabilistic inter-
pretation of the LME. We define the posterior probability
of a sample that is considered to be a detection to belong
to class c, by mapping the similarity between the projected
instance and a class embedding to the range between 0 and
1 as follows:

p(y = c|d = 1,x) =
edW(x,uc)/2σ

2∑C
i=1 e

dW(x,ui)/2σ2
. (8)

where d = 1 indicates that a sample is considered to be a
detection.

In this setting, the probability of x being a detection can
be formulated as follows:

p(d|x) = 1

1 + ead
m
W(x)+b

, (9)

where dmW(x) = maxc dW(x,uc), and a, b are parameters,
serving the same purpose as τ in (7). Therefore, given a
sample x∗, the probability of detection of an instance of a
class c is defined as:

p(y∗ = c, d|x∗) = p(y∗ = c|d,x∗)p(d|x∗), (10)

that is interpreted as a detection confidence for a class c.

4.3. Multiprototype LME

Domain shift is accompanied by change in feature dis-
tribution in the original space and consequently, in the low-
dimensional embedding space. This shift causes the perfor-
mance decrease of a detector and to cope with such domain
shift, we need a more flexible class representation in the em-
bedding space. Following the work of [24], we learn sev-
eral, Kc, prototypes for each class c to represent multimodal
feature distribution across domains: Uc = [u1

c , . . . ,u
Kc
c ].

Then, the similarity score between an instance and a class
can be computed using the similarities to the different pro-
totypes of the same class:

d̃W(xi,Uc) = f(dW(xi,u
1
c), . . . , dW(xi,u

Kc
c )). (11)

Different choices exist for the function f(·). However, in
spirit of LME, f(·) = maxk dW(xi,u

k
c ), seems like an ap-

propriate choice.
We further replace max(·) function by its smooth ap-

proximation Sα
W(xi,Uc) to simplify the numerical opti-

mization of Eq. (5)-(6):

Sα
W(xi,Uc) =

∑Kc

k=1 dW(xi,u
k
c )e

αdW(xi,u
k
c )∑Kc

j=1 e
αdW(xi,u

j
c)

, (12)

where the greater the parameter α, the better the function
approximates max(·). The optimization problem for multi-
prototype model can be formulated in the same manner as
the LME model with detection constraints in Eq.(5)-(6) by
replacing dW(x,uc) with Sα(xi,Uc).

4.4. Incremental multiprototype LME model ex
pansion

The multi-prototype LME model is naturally suitable for
domain expansion. As model encounters new data, which
is not well approximated by the current prototypes, we can
add new prototypes incrementally to more precisely model
the feature distribution in the embedding space. The prob-
lem of learning a new prototype then can be formulated
within LME framework as the following incremental learn-
ing procedure.

Suppose we want to expand the prototype-based repre-
sentation for the class cn. When adding a new prototype
ucn to the model it should satisfy two properties: (i) the new
prototype should be representative and discriminative for its
class; (ii) it should not cause misclassification of samples
from other classes, i.e., it should be sufficiently far from ex-
isting category prototypes for other classes. More formally,
the optimization problem can be formulated as follows:

minimize:∑
i,c:yi=cn,

c̸=cn

ξ+ic +
∑

i:yi ̸=cn

ζ+i +
∑
j

ξ+j0 + ν∥ucn − u0∥2+

+ η∥W −W0∥2, (13)
subject to:

Sα
W(xi, Ũcn) + ξic ≥ Sα

W(xi,Uc) + 1, yi = cn (14)

Sα
W(xi,Uyi) + ζi ≥ Sα

W(xi, Ũcn) + 1, yi ̸= cn (15)

Sα
W(x0

j , Ũcn) ≤ 1 + ξj0, (16)

where W is a newly learned data embedding, W0 is the ex-
isting data embedding, u0 is the original prototype for the
given category, and Ũcn = [Ucn ,ucn ]. Eq. (14) is a sofmax
LME constraint between the new category and the existing
categories, Eq. (15) is the same constraint between each of
the existing categories to the new category embedding, and
Eq. (16) is the detection constraints. The parameters ν and
η are the regularization weights3 which determine how sim-
ilar the newly learned embeddings should be to the original
category and data embeddings. Optimization problem in
Eq (13)-(16) is non-convex, but provided with a good ini-
tialization stochastic gradient descent allows to obtain rea-
sonable local minima.

The incremental update is especially beneficial, when
not all data is available and the newly arriving data has dif-
ferent, or evolving, feature distribution. However, to apply

3In practice, we set η to a high number to prevent model drift.
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the derived model, the remaining core question is how to se-
lect the samples from unlabeled videos for the incremental
model update; we address this in the next section.

4.5. Discovering objects from unlabeled video

Initial detection set extraction: Given an unlabeled video,
we first extract the initial set of detections by computing
object proposals {bi}Nv

i=1 and their features {xi}Nv
i=1, using

off-the-shelf proposal method [35]. Then we extract visual
feature xi for each object proposal i and evaluate them us-
ing the multi-prototype model to obtain probability score
for each proposal. Then a set of detected objects Dv =
{xi, ci, p(y = ci, d = 1|xi)}Dv

i=1 could be formed by select-
ing the object proposal i, s.t. p(y = ci, d = 1|xi) > ν,
where ν is some threshold; ν = 0.6 allowed us to obtain
fairly good results in our experiments. The obtained set of
detection Dv can be then used as new positive training sam-
ples to train the new category prototype.

Tracks formation: To obtain more samples, we further ex-
ploit the temporal consistency, i.e., if object is detected in
one frame, it is likely to persist for a number of frames at
relatively similar position and scale.

Specifically, we employ idea proposed in [31] and ex-
tract tracks from a video using the KLT tracker [33, 23].
After computing a set of confident object proposals Dv with
the corresponding bounding boxes {bi}|Dv|

i=1 , for each object
proposal bounding box bi, we select the longest track ti that
intersects it. We then compute the relative positions of the
object proposals that intersect this track ti across frames,
and at each frame select the proposal that has the highest
PASCAL overlap4 with bi swept across the track. In this
way we obtain a set of object proposals for each bi, which
constitute a track. To obtain track score, we evaluate them
and accept track if more then half of the detections on the
track have p(y∗ = c, d = 1|x) > ν. If a track is accepted,
we add all the samples from the track to Dv.

5. Experiments
We validate our method on real-world image and video

datasets. For image dataset, to train the base detector, we
use the subsets of the ImageNet [5] dataset (ca. 600 images
per class) with the corresponding classes. We use a disjoint
subset of ImageNet [5] (ca. 400 images per class) to report
detector performance on images before and after incremen-
tal domain expansion where appropriate.

We test our method on the Activities of Daily Living
(ADL) [25] and YouTube Objects (YTO) [26] datasets5:

ADL Dataset: The ADL [25] dataset contains 20 first-
person videos, recorded by different subjects. This is a

4overlap(b1, b2) =
area(b1∩b2)
area(b1∪b2)

5Note that our domain expansion method is entirely unsupervised and
the annotations on the target datasets are only used for evaluation.

challenging dataset and straightforward application of the
detector learned on static images does not work well [25],
since the objects suffer from large viewpoint/scale varia-
tions and occlusions due to interactions. Each video in the
ADL dataset has bounding box annotations for objects from
48 classes. We select a subset of 8 most frequently encoun-
tered classes, namely bottle, fridge, microwave, mug, oven,
soap liquid, tap, and tv, to test our model.

YTO Dataset: The YTO [26] dataset consists of the collec-
tion of internet videos, each video containing a single object
out of 10 classes: aeroplane, bird, boat, car, cat, cow, dog,
horse, motorbike, train. The dataset is divided into train
and test parts, where the test portion contains a single frame
with bounding box annotation of the target object per video.
For the evaluation we used the test part of the dataset only;
it contains 15− 60 videos for each class.

We use the following methods as baselines:

DPM: Performance reported in the papers [25, 18] obtained
using Deformable Part Model [8].

GK: An approach of [12] for unsupervised domain adap-
tation. We first select samples from Dv and use them for
learning feature transformation between the source and the
target domains. We then use the learned mapping to re-
project all features from the target (video) domain to the
source (image) domain and perform detection in the source
domain.

LME: A baseline LME model that formulates a prediction
using Eq. (7).

LME-A: A baseline doman adaptation (DA) approach that
adapts to video domain in a batch (without increasing model
complexity): we select confident samples, as described in
Section 4.5, and re-train our model using baseline LME de-
tector as initialization.

To show the performance gain obtainable by each step of
our algorithm, we implement the following variants:

LME-D: LME with the detection constraints in Eq. (5).

LME-DT: LME with the detection constraints and exploit-
ing temporal consistency by using tracks.

IDE-LME: Our full probabilistic multi-centroid LME
model with detection constraints, that is incrementally ex-
panded with the unlabeled data.

We use Caffe features [17], which are deep image rep-
resentations obtained at layer fc7 of a convolutional neural
network, for all LME baselines and our variants.

5.1. Quantitative Evaluation

We evaluate object detection performance of the base-
lines and our models using mean average precision (mAP)
[7] on ADL (Table 1) and YTO (Table 2) datasets. For both
datasets we observe that while the baseline LME model
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bottle fridge microwave mug/cup oven/stove soap liquid tap tv av. ADL ImageNet
DPM[25] 9.8 0.4 20.2 14.8 0.1 2.5 0.1 26.9 9.35 −
GK [12] 2.11 1.77 41.19 14.70 19.57 0.20 1.62 60.67 17.73 −

LME 0.00 0.28 3.07 0.00 0.52 0.03 0.55 3.73 1.02 −
LME-A 1.93 3.42 40.30 18.34 27.84 0.37 1.46 53.26 18.36 76.96

LME-D 1.69 1.63 39.87 13.06 19.33 0.35 1.67 40.64 14.78 78.91
LME-DT 1.85 1.76 52.37 15.91 24.54 0.42 2.41 56.16 19.43 −
IDE-LME 2.04 2.73 56.69 21.86 29.94 0.25 2.26 59.53 21.91 79.23

Table 1. Detection performance for each class and all categories averaged by mAP on the ADL dataset, for the baselines and our method’s
variants. We also report the detection results on the ImageNet subset containing the 8 classes from the ADL dataset

Figure 2. Illustration of data and detection results. Top row: example of images for ImageNet, used for training of the initial model.
Bottom row: instances of detections that were correctly detected using IDE-LME. Notice the significant differences in how objects appear
in ImageNet and ADL dataset.
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Figure 3. mAP as a function of videos seen (x-axis) for subset of
classes in ADL dataset [25]; the mAP is average across videos
used for expansion and the rest of the videos in the ADL dataset;
the increase of mAP illustrates, that as the model gains complexity,
the performance improves also on unseen videos.

trained on the images without detection constraints per-
forms very poorly, adding detection constraints results in
performance on par with DPM baselines. Incorporating
temporal consistency using tracks (LME-DT) improves the
performance by over 31% with respect to LME-D for ADL
dataset (5% for YTO dataset). Incrementally updating the
model (IDE-LME) using our approach brings further sig-
nificant performance improvement of 13% (9% for YTO
dataset) in comparison with LME-DT, leading to overall
48% and 15% improvement over LME-D on ADL and YTO
dataset respectively. The smaller performance gain on YTO
dataset can be attributed to the fact that for YTO dataset,
feature distribution is similar to that of images as each video
contains one or few objects in typical viewpoints; another
reason is sparse annotations of the YTO dataset, that limit
the ability to estimate the performance improvement.

Note that the other baseline, GK, outperforms IDE-LME

on the classes with high initial precision (e.g. tv and mi-
crowave for ADL dataset), while performs significantly
worse on the other classes. We believe that such classes
effectively determine GK transformation, while the change
in the distribution of other classes is not taken into account.
Another trend seen on both datasets is that the initial model
should have enough precision to be able to select samples
from the videos for the update to work effectively, other-
wise a slight performance drop can occur (soap liquid class
in ADL dataset or cat class in YTO dataset).

Above experiments suggest that increased complexity of
the model captures previously unseen variations in the ob-
ject class appearance. To support this claim and to show
that our model also improve on the original image domain,
we report classification results on the test split of ImageNet
dataset. In Table 1 and 2 we observe small but positive
gains on the ImageNet, over LME-D. This suggests that
newly added samples do not only improve the detection per-
formance for the test video data, but also improve the clas-
sification performance on the source image data. Note that
our domain adaptation (DA) baseline LME-A improves on
videos but degrades on source image domain (a typical be-
havior for DA), on both datasets.

The performance of the model generally increases with
more observed videos, but asymptotes after first 10 itera-
tions for ADL dataset (see Figure 3). This early perfor-
mance saturation might be due to high appearance similar-
ity among objects in the target domain (egocentric videos).
YTO dataset shows a similar trend. However, if target do-
main constantly changes or evolves over time, the perfor-
mance might continue to increase.
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aero bird boat car cat cow dog horse mbike train av. YTO ImageNet
DPM[18] 30.79 10.46 0.97 48.62 18.30 33.69 13.67 26.78 35.85 23.98 24.31 −
GK[12] 40.05 23.16 24.44 32.62 24.26 38.26 24.23 17.75 36.27 10.69 27.17 −
LME 35.00 24.13 16.08 27.41 4.30 31.18 2.12 0.23 6.83 10.30 15.75 −

LME-A 39.78 35.18 35.20 48.67 15.02 37.90 30.70 25.86 28.93 10.82 30.80 79.91

LME-D 29.61 22.91 32.39 25.53 18.63 38.94 15.55 9.22 31.47 12.09 23.63 83.16
LME-DT 31.67 21.83 40.13 25.94 17.59 41.44 15.47 11.74 30.56 13.67 25.00 −
IDE-LME 33.07 21.40 42.26 34.49 18.33 46.92 17.24 11.83 34.73 12.50 27.28 83.20

Table 2. Detection performance (mAP) for each class and mean mAP across all classes on the YouTube Objects (YTO) dataset.

Figure 4. Top row: examples of the correctly detected objects. Bottom row: examples of the incorrect detections (from left to right), due to
incorrect classification, inaccurate bounding boxes, or incorrect labels.
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Figure 5. The visualization of the learned (expanded) multi-center
LME, on the ADL dataset [25], projected into the 3D space; a
group of prototypes of the same color represents a class; the initial
prototypes are marked with additional circle around them.

5.2. Qualitative Analysis

Figure 2 show examples detections on the ADL dataset.
Notice the significant difference between the source domain
and the target domain. Figure 5 is the 3D visualization of
the learned 8-dimensional embedding, where each category
is represented as a set (manifold) of category prototypes
which were expanded over the learning process. We ob-
serve that for some object classes, such as mug, the later
added prototypes are placed far from the original center,
that represents feature distribution change between the mug
class in the ImageNet dataset and in the ADL dataset.

Figure 4 shows the detection examples on the YTO
dataset, obtained using IDE-LME. Note that object is of-
ten identified correctly, but the bounding box is either too
small or too large. We attribute this to the fact that back-

ground comprises large portion of ImageNet images, which
might rank loose detections higher than tight ones.

6. Conclusion

In this paper, we have tackled the problem of domain
expansion, where the scope of the object detector learned
on the initial image labeled training set is incrementally ex-
panded to cover incoming unlabeled videos. To this end,
we have developed a novel online probabilistic multi-center
large margin embedding model with detection constraints,
where each object category is represented with multiple
prototypes, which incrementally increase in number as self-
paced learning algorithm selects confident samples from the
incoming unlabeled data to add. Experimental validations
on the ADL and YTO public datasets shows that the pro-
posed model significantly improves the detection perfor-
mance not only on the target unlabeled videos, but also on
the source image domain. Our incremental domain expan-
sion model could serve as a lifelong learning system for ob-
ject detection—as the model expands to encompass contin-
uous stream of unlabeled new video data. One potential
problem that might arise is model drift. We have not seen
this in our experiments and our regularization is designed
to prevent this, but it is possible that such drift may arise
with much larger scale datasets. As future work, we plan to
explore a human-in-the loop system with active learning to
prevent such drift, such that model can essentially self-train
itself, with infrequent human intervention only triggered by
the model’s request.
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