Computation Strategies for Volume Local Binary Patterns applied to Action Recognition
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Abstract

Volume Local Binary Patterns are a well-known feature type to describe object characteristics in the spatio-temporal domain. Apart from the computation of a binary pattern further steps are required to create a discriminative feature. In this paper we propose different computation methods for Volume Local Binary Patterns. These methods are evaluated in detail and the best strategy is shown. A Random Forest is used to find discriminative patterns. The proposed methods are applied to the well-known and publicly available KTH dataset and Weizman dataset for single-view action recognition and to the IXMAS dataset for multi-view action recognition. Furthermore, a comparison of the proposed framework to state-of-the-art methods is given.

1. Introduction

A Volume Local Binary Pattern (VLBP) is famous for describing characteristics in the spatio-temporal domain and widely used in the computer vision community [14, 21, 29, 32]. VLBP are easy to implement and efficient in their computation. But in order to create a discriminative feature for action recognition further steps are necessary. In this work, different computation strategies for Volume Local Binary Patterns are introduced:

- Two different neighborhoods in comparison
- Frame-by-Frame vs. Multi-Frame classification
- Influence by different histogram ranges
- Step size of the pattern
- Temporal shifting

*This work has been partially funded by the ERC within the starting grant Dynamic MinVIP.

We compare a 4-value VLBP to an 8-value VLPB computation. A Frame-by-Frame classification strategy to a Multi-Frame classification and the influence by different histogram ranges is exploited. Finally, several step sizes are evaluated and in comparison to the computation of a VLBP in three continuous frames we propose to incorporate a temporal sliding window to describe fast and slow motions.

Related Work:
Zhao et al. developed the first Local Binary Pattern on Three Orthogonal Planes (LBP-TOP) to classify dynamic textures [32]. LBP-TOP were applied to the task of human action recognition by Mattivi and Shao [14, 21]. The authors reached 88.19% accuracy on the KTH dataset. By combining LBP-TOP with Principal Component Analysis in [14] they reached 91.25%. Best results (92.69%) were achieved by combining Extended Gradient LBP-TOP with Dollar’s detection method [21].

Yeffet et al. [29] developed Local Trinary Patterns and achieved an average accuracy 90.16%. And most recently, Kihl et al. [9] reached 93.4% with a series of local polynomial approximation of Optical Flow (SoPAF).

In comparison to these methods we demonstrate several computation strategies for binary patterns and show the most promising one. The results from this paper can be applied to all types of volumetric binary patterns.

2. Volume Local Binary Patterns

The Volume Local Binary Pattern (VLBP) was introduced in [32] and is able to recognize dynamic textures. In [32], the authors define a radius around the center point within the space-time volume from three continuous frames to get neighboring pixels rather than using a $3 \times 3$ cell from one frame. Figure 1 illustrates how to compute a VLBP, the final result is 3948094.

The computation of a VLBP is similar to the LBP: if the gray value of neighboring voxels within the space-time volume is larger than that of the voxel’s center, the corresponding position is assigned to 1, otherwise 0. By computing a VLBP the codeword length is 24 bit, leading to...
$2^{24} = 16777216$ different patterns. To overcome the problem of this huge feature pool, Fehr et al. introduced an uniform LBP and demonstrate that the overall amount of LBPs can be reduced to a small subset [5, 23]. Experiments on images show that 90% of all possible patterns belong to this subset. In our opinion, for the task of action recognition the number of uLBPs is insufficient.

**Temporal Variations** In order to learn features from fast and slow motions, VLBP s are not only computed from three continuous frames. Obviously only fast actions could be recognized by deriving features from continuous frames. In addition, four spatial scale steps are defined and VLBPs are computed by incorporating these steps for shifting the pattern through the space-time volume. A time step of $t_s = 1, 2, 3, 4$ was empirically chosen. For the case of $t_s = 1$, a VLBP is computed from three continuous frames. Every second frame is collected for $t_s = 2$. Respectively, for $t_s = 3, 4$ every third or fourth frame was chosen. Instead of creating a single histogram that can describe fast motions, four histograms are created to characterize different patterns. To overcome the problem of non-overlapping computation of a VLBP, for each comparison pair, all other conditions except the compared one were fixed. Finally, a general conclusion of all these methods is given.

### 3. Computation Strategies

This Section explains several computation methods after extracting a VLBP in the spatio-temporal domain. We compare the difference between an 8-value and a 4-value computation, the difference between Frame-by-Frame learning and Multi-Frame learning, the influence of several histogram ranges as well as an overlapping vs. non-overlapping computation of a VLBP. For each comparison pair, all other conditions except the compared one were fixed. Finally, a general conclusion of all these methods is given.

#### 3.1. 8-value VLBP vs. 4-value VLBP

The computation of a VLBP is explained in Figure 1. By computing a 4-value VLBP only four neighbors are taken into consideration. The 8-value VLBP computation uses all neighboring pixels to create the binary word.

#### 3.2. Frame-by-Frame vs. Multi-Frame

Frame-by-Frame learning also called One-Shot Learning [15, 20] is a method that achieves a classification result by deriving features from one frame. A Multi-Frame classification takes several frames or the whole video into consideration for deriving a feature. Generally, a Multi-Frame classification is more discriminative leading to a global presentation.

**Multi-Frame:** To create a global feature, a VLBP is computed in three continuous frames. This process is done for the whole video until the last three frames are reached. Finally, a combined histogram that represents all motions of the video is created. This histogram is interpreted as a feature vector and directly used to learn a Random Forest classifier.

**Frame-by-Frame:** Similar to the Multi-Frame method a VLBP histogram is computed from three continuous frames until the last three frames are reached. In comparison to the Multi-Frame approach, each histogram is interpreted as a feature vector and directly used for learning a Random Forest classifier. Thus, the Random Forest is built from motions of single frames. But additionally for classification, the Frame-by-Frame learning approach requires a step of fusing the decisions of each frame to the final decision. Inspired by the majority voting of the Random Forest we are taking the class which gains the most votes.
calculate the sample’s label probabilities are estimated by majority voting and used to Each tree casts a vote on a class for the input where $\text{dom Forest}$ consists of several CART-like decision trees and bases on the idea of bagging [3] with a random feature selection proposed by Ho [7] and Amit [1]. A Random Forest consists of several CART-like decision trees and bases on the idea of bagging [3] with a random feature selection proposed by Ho [7] and Amit [1]. A Random Forest has a high classification accuracy and can deal with large data sets and multiple classes with outstanding time efficiency.

**Classification** Images are classified by passing them down each tree until a leaf node is reached. The result class is assigned to each leaf node and the final decision is determined by taking the class having the most votes (majority vote), see Equation (1).

\[ y(\bar{x}) = \arg\max_c \left( \frac{1}{T} \sum_{t=1}^{T} F_{h_t(\bar{x})=c} \right) \]  
\[ F_{h_t(\bar{x})=c} = \begin{cases} 1, & h_t(\bar{x}) = c, \\ 0, & \text{otherwise}. \end{cases} \]

Random Forest has a high classification accuracy and can deal with large data sets and multiple classes with outstanding time efficiency.

**Experimental Results**

The results obtained in this paper base on the well-known KTH dataset [19]. Weizman dataset [2, 6] and IXMAS for multi-view recognition [27, 26].

The KTH dataset contains six classes of actions: boxing, walking, jogging, running, hand-waving, hand-clapping, respectively each action is acted by 25 persons in 4 different scenarios: outdoors, outdoors with scale variations, outdoors with different clothes and indoors. There are totally 599 videos. Similar to [16], a fixed position bounding box with a temporal window of 32 frames is selected, based on annotations by Lui [13]. Presumably, a smaller number of frames is sufficient [18]. Furthermore, the original training/testing splits from [19] as well as a 5-fold cross validation strategy are used.

In a second experiment we evaluate our approach on the Weizman dataset [2, 6]. In our opinion, the Weizman dataset is already solved since many researchers report accuracies of 100%. However, in recent publications [11, 22, 30] this dataset is still used to evaluate the corresponding methods. In order to allow a comparison to recent works and to show the benefit of our proposed method we evaluate VLBP on this dataset too. The Weizman dataset consists of nine actions while each action is performed by nine different persons. We manually labeled the dataset and used the bounding boxes for the classification. The bounding boxes are available for download at our homepage\(^1\).

Additionally, we evaluate the VLBP on the IXMAS dataset for multi-view action recognition [27, 26]. The IXMAS dataset consists of 12 classes of actions. Each action is performed three times by 12 persons while the body position and orientation was freely chosen by the actor. The IXMAS dataset consists of 1800 videos.

\(^1\)http://www.tnt.uni-hannover.de/staff/baumann/
5.1. Influence of neighborhoods

In this experiment, we show results of taking a neighborhood of four and eight values into consideration. The histogram range is fixed to 512 bins while one histogram for all frames of a video is computed with a step size of $x = 1$, $y = 1$.

Figure 4(a) shows a confusion matrix for a 4-value VLBP computation with an average accuracy of 91.83% while Figure 4(b) shows an 8-value VLBP computation with an average accuracy of 87.00%. The result of 4-value VLBP is better than the 8-value VLBP. Presumably, the amount of four and eight values leads to a better performance. As showed in Figure 5, the accuracies of 4-value and 8-value VLBP increase with rising the histogram range. It also shows that the 4-value VLBP clearly outperforms the 8-value VLBP for all ranges.

5.2. Frame-by-Frame vs. Multi-Frame

For the evaluation of Frame-by-Frame vs. Multi-Frame the range was fixed to 512 while a neighborhood of four and eight values was used with a step size of $x = 1$, $y = 1$. Table 1 presents the results of comparing the Frame-by-Frame learning approach to the Multi-Frame learning. Multi-Frame learning obtains better results. It can be observed that the 4-value VLBP outperforms the 8-value VLBP.

5.3. Influence by different histogram ranges

Different ranges cause different influence on the final result. In this experiment we show results how the accuracy is influenced by different histogram ranges.

<table>
<thead>
<tr>
<th>Type</th>
<th>4-value VLBP</th>
<th>8-value VLBP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame-by-Frame</td>
<td>86.29%</td>
<td>82.96%</td>
</tr>
<tr>
<td>Multi-Frame</td>
<td>90.55%</td>
<td>88.24%</td>
</tr>
</tbody>
</table>

Table 1. Comparison of the Frame-by-Frame learning approach to the Multi-Frame learning. The Multi-Frame learning outperforms the Frame-by-Frame learning.

5.4. Step size of shifting VLBP

In this section we evaluate the influence of the step size to the accuracy. For this experiment one histogram for all frames of a video is computed. Also, a 5-fold cross-validation was used to get the results. Table 2 presents the results of changing the step size from 1 to 9. The results demonstrate that a step size of $x = 1$, $y = 1$ clearly outperforms. The amount of information is higher leading to better accuracies for the 4-value and 8-value VLBP.

<table>
<thead>
<tr>
<th>Step size</th>
<th>4-value VLBP</th>
<th>8-value VLBP</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x = 1$, $y = 1$</td>
<td>90.92%</td>
<td>87.87%</td>
</tr>
<tr>
<td>$x = 2$, $y = 2$</td>
<td>90.46%</td>
<td>86.46%</td>
</tr>
<tr>
<td>$x = 4$, $y = 4$</td>
<td>90.18%</td>
<td>86.64%</td>
</tr>
<tr>
<td>$x = 8$, $y = 8$</td>
<td>79.62%</td>
<td>81.75%</td>
</tr>
<tr>
<td>$x = 9$, $y = 9$</td>
<td>78.98%</td>
<td>79.07%</td>
</tr>
</tbody>
</table>

Table 2. Different step sizes $x$, $y$ for sliding the VLBP through the $x$- and $y$- dimension of the space-time volume. A step size of $x = 1$, $y = 1$ clearly outperforms.
the 4-value VLBP clearly outperforms the 8-value VLBP in all experiments. The comparison between Frame-by-Frame and Multi-Frame classifications reveals that the Multi-Frame approach creates a more discriminative classifier, leading to better accuracies. The influence of different histogram ranges shows that a range between 0.512 and 0.4096 is leading to highest accuracies. Finally, the computation of VLBP with a step size of $x = 1$ and $y = 1$ indicates the most promising step size.

5.6 Comparison to state-of-the-art methods

In this section we compare a 4-value VLBP with a range of 512 bins, Multi-Frame classification and a step size of $x = 1$ and $y = 1$ to state-of-the-art approaches. For the KTH dataset we implemented a 5-fold cross validation and used original training/testing split for the comparison. Table 4 presents the results in comparison to recent approaches. For both validation strategies the VLBP achieves competing results.

Table 3 presents a comparison to single- and multi-feature methods on the Weizman dataset. Several approaches report perfect recognition accuracies.

For the IXMAS dataset we used a 5-fold cross validation. Figure 6 shows the confusion matrix and Table 5 presents results in comparison with other approaches. The results show competing accuracies in comparison to more complex state-of-the-art methods.

6. Conclusions

In this paper several post-processing strategies for Volume Local Binary Patterns (VLBP) are proposed. The experiments reveal that a computation of a 4-value outperforms the 8-value VLBP. Furthermore, it is more convenient to compute a histogram for a whole video than using a Frame-by-Frame learning approach. The optimal histogram range is 512 bins leading to highest accuracies. Our proposed method was applied to the publicly available and well-known KTH dataset, Weizman dataset and IXMAS dataset for action recognition. We used a 5-fold cross validation as well as the original training/testing split to compare our proposed methods to state-of-the-art results. Furthermore, the results of this paper can be applied to all spatio-temporal features to enhance the accuracies.
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