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Motion- and Aliasing-Compensated Prediction
for Hybrid Video Coding

Thomas Wedi and Hans Georg Musmann

Abstract—In order to reduce the bit rate of video signals,
the standardized coding techniques apply motion-compensated
prediction in combination with transform coding of the predic-
tion error. By mathematical analysis, it is shown that aliasing
components are deteriorating the prediction efficiency. In order
to compensate the aliasing, two-dimensional (2-D) and three-di-
mensional interpolation filters are developed. As a result, motion-
and aliasing-compensated prediction with 1/4-pel displacement
vector resolution and a separable 2-D Wiener interpolation
filter provide a coding gain of up to 2 dB when compared to
1/2-pel displacement vector resolution as it is used in H.263 or
MPEG-2. An additional coding gain of 1 dB can be obtained with
1/8-pel displacement vector resolution when compared to 1/4-pel
displacement vector resolution. In consequence of the significantly
improved coding efficiency, a Wiener interpolation filter and
1/4-pel displacement vector resolution is applied in H.264/AVC
and in MPEG-4 (advanced simple profile).

Index Terms—Aliasing compensation, H264/AVC, hybrid video
coding, motion-compensated prediction, Wiener interpolation
filter.

I. INTRODUCTION

I N ORDER TO reduce the bit rate of video signals, the
ISO and ITU coding standards apply hybrid video coding

with motion-compensated prediction in combination with
transform coding of the prediction error. Motion-compensated
prediction is performed block-wise using displacement vectors
with 1/2-pel resolution in MPEG-2 [1] and H.263 [2]. In the
past, the use of displacement vectors with higher resolution did
not improve the coding efficiency and therefore has not been
considered in those standards.

Experimental investigations of the prediction error show
that even in the case of translational motion of the image con-
tent, no perfect motion compensation is achieved. Prediction
errors containing camera noise and other signal components
can be observed. Werner [3] supposes that these additional
components originate from aliasing and proposes a Wiener
interpolation filter for reducing the impact of aliasing.

In order to prove the assumption that aliasing is interfering
the prediction, a mathematical analysis of the prediction error is
presented in this paper and verified by experimental investiga-
tions. Furthermore, concepts for reducing the impact of aliasing
on the prediction efficiency are derived from the results of the
analysis.
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Fig. 1. Block diagram of a hybrid video encoder based on
motion-compensated prediction.

In a first step, time invariant two-dimensional (2-D) filters are
proposed to attenuate the aliasing components in the prediction
signal. In a second step, a concept for motion-adaptive filters are
developed in order to compensate the varying aliasing compo-
nents of the input signal. For demonstrating the improvements
of the coding efficiency, the operational rate distortion functions
are measured using the peak signal-to-noise ratio (PSNR) crite-
rion.

As a result, 1/4-pel displacement vector resolution was incor-
porated into the recent video coding standards H.264/AVC [4],
[5] and MPEG-4 (advanced simple profile) [6].

Section II introduces the hybrid video coding scheme. Section
III presents the mathematical analysis of the prediction error
with respect to aliasing. In Section IV, 2-D and three-dimen-
sional (3-D) filters for motion- and aliasing-compensated pre-
diction are described. Experimental results are given in Section
V. Section VI provides the conclusions.

II. HYBRID VIDEO CODING BASED ONMOTION-COMPENSATED

PREDICTION

Standardized hybrid video coding techniques like H.263,
H.264/AVC, and MPEG-1, -2, and -4 are based on motion-com-
pensated prediction. Fig. 1 shows the generalized block diagram
of such a hybrid video encoder. The input image at time
instance with the space-continuous coordinate is
sampled to yield the time- and space-discrete image
with the space-discrete coordinate . Image

is predicted by a motion-compensated prediction from
an already transmitted reference image . The result of
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the motion-compensated prediction is image . Only the
prediction error image

(1)

and the motion information are encoded and transmitted.
For motion-compensated prediction and coding, the current

image is partitioned into blocks. A displacement vector
is estimated and transmitted for each block that refers to the
corresponding position of its image signal in an already trans-
mitted reference image. In former MPEG standards, this ref-
erence image is the most recent previous frame at
time instance . In H.263++ and H.264/AVC, it is possible
to refer also to preceding images like .
This technique is denoted as motion-compensated prediction
with multiple reference frames [7].

The displacement vectors have a fractional-pel resolution.
Coding standards like H.263, MPEG-1,2, and MPEG-4 (simple
profile) are based on a fractional-pel displacement vector res-
olution of 1/2 pel. In MPEG-4 (advanced simple profile) [6]
and in H.264/AVC [4], 1/4-pel displacement vector resolutions
are applied. Displacement vectors with fractional-pel resolution
may refer to positions in the reference image which are spa-
tially located between the sampled positions of its image signal.
In the following, these positions are called subpel positions. In
order to estimate and compensate fractional-pel displacements,
the image signal of the reference image has to be generated on
subpel positions by interpolation.

Due to nonideal low-pass filters in the image acquisition
process aliasing is generated, which deteriorates the interpo-
lation and the motion-compensated prediction. The influence
of aliasing on motion-compensated prediction is analyzed in
Section III.

III. T HE IMPACT OF ALIASING ON MOTION-COMPENSATED

PREDICTION

In this section, the impact of aliasing on the motion-compen-
sated prediction in hybrid video coding (Fig. 1) is analyzed.
Therefore, the aliasing components in the input signal, in the
prediction signal, and in the resulting prediction error signal
have to be considered and are analytically described.

A. Aliasing in the Input Signal

In order to investigate aliasing in the input signal and its in-
fluence on motion-compensated prediction, the space-contin-
uous signals , , and their space-discrete versions

, are analyzed in the frequency domain. For
mathematical simplifications, the calculations are restricted to
one spacial coordinate . It is assumed that signal at
time instance is a translationally displaced version of signal

at the previous time instance . The displacement
is . These space-continuous signals and their spatial Fourier
transforms are denoted by

(2)

According to (2) a translational shift with a displacementin
the space-domain leads to a multiplication by in the
frequency domain [8]. The magnitude and the phase

are given by

(3)

(4)

Equations (3) and (4) show that the magnitudes of both signals
and are the same and that their phases differ

by minus . Thus, the difference of the phase between
and is a function of the displacement .

The space-continuous input signal is sampled with a
sampling interval to yield the space-discrete signal .
The spatial Fourier transform of the space-discrete
signal is given by

(5)

According to (5), the Fourier transform of the space-discrete
signal consists of periodically repeated copies of the Fourier
transform of the space-continuous signal [8]. In order to sim-
plify the notations, it is assumed that the spatial sampling in-
terval is . With the normalized frequencies
and , the Fourier transform is given by

(6)

Correspondingly, the Fourier transform of the space-
discrete signal is given by

(7)

Equation (6) and (7) express the Fourier transforms of the
space-discrete signals and in terms of the
Fourier transform of the space-continuous signal .
Aliasing can be avoided by ensuring that is ban-
dlimited, i.e., for [8]. Due to
nonideal low-pass filters in the image acquisition process, this
bandlimitation is not fulfilled

(8)

Thus, aliasing is introduced in the space-discrete signals. How-
ever, it is assumed that the nonideal low-pass filters at least lead
to the bandlimitation

(9)

In the following, we restrict the region of support for the
Fourier transforms of the space-discrete signals to the baseband.
The baseband is defined as the frequency range
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Fig. 2. Fourier transform of the input signalS (j
) in dependency on the
frequency
. The graph shows the three terms that are necessary to describe the
baseband signal.

[8]. This restriction greatly simplifies the following math-
ematics without sacrificing generality.

With the assumption of (9), only three terms of (6) and (7)
have to be considered in the baseband (see Fig. 2). The first term
to be considered is the term for . This term is called the
underlying original signal. The two other terms that have to be
considered are the terms for and . These two
terms represent the aliasing components. Thus, the input signal
in the baseband is given by

(10)

(11)

Due to (9), the two aliasing terms do not overlap. Thus, these
terms can be summarized to one aliasing term

(12)

With (12), the space-discrete input signals from (10) and (11)
are given by

(13)

(14)

From (14), it can be recognized that contains compo-
nents with different displacements. For the underlying original
signal, the displacement is , while for the aliasing components
it is

(15)

Thus, there are two main problems with aliasing in the
motion-compensated prediction. At first, (15) shows that
the displacement of the aliasing component is a function of

. Furthermore, this equation shows that and have
different signs. Thus, the aliasing components are moving in
the opposite direction than the underlying original signal. In
the motion-compensated prediction, only one displacement
for the whole signal—including the aliasing components—is

Fig. 3. Generalized block diagram of the motion-compensated predictor.

considered. Thus, prediction errors due to aliasing remain that
have to be coded, even if the displacement of the underlying
original signal is estimated perfectly.

The prediction signal and the prediction error signal caused
by aliasing are calculated in Sections III-B and III-C.

B. Aliasing in the Motion-Compensated Prediction Signal

Fig. 3 shows a block diagram of the motion-compensated pre-
diction. The prediction signal at time instance is ob-
tained from the samples of the reconstructed, previous signal

at time instance . The motion-compensated pre-
dictor consists of three blocks. In the first block, a space-con-
tinuous signal is generated by applying a reconstruction
filter . The Fourier transform of is given by

(16)

In the second block, the space-continuous signal is
shifted according to the estimated displacementyielding the
space-continuous motion-compensated prediction signal
with the corresponding Fourier transform

(17)

It is assumed that the estimated displacement is given by the
displacement of the underlying original signal

(18)

In the third block, is resampled with the sampling interval
. The result is the space-discrete prediction signal

with the Fourier transform

(19)

Assuming

(20)

which means that quantization errors are neglected, and with an
ideal low-pass filter

for
otherwise

(21)

the baseband signal of is given by

(22)

Using (12), the motion-compensated prediction signal is

(23)
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The second term of (23) denotes the aliasing in the prediction
signal.

C. The Prediction Error Signal

In order to show the impact of aliasing on the motion-com-
pensated prediction, the prediction error signal is calculated.
The Fourier transform of the prediction error signal from
(1) is

(24)

and with (14) and (23)

(25)

With , (25) can be calculated to

(26)

Equation (26) denotes the Fourier transform of the predic-
tion error signal caused by aliasing. Due to assumption (18),
no displacement estimation errors, and due to assumption (20),
no quantization errors are considered. Equation (26) shows that
the prediction error signal caused by aliasing is a function of the
displacement . Considering , the magnitude of the
prediction error signal is given by

(27)

The factor 2 in the prediction error signal of (27) results from
the addition of the aliasing components in the original signal

of (14) and the incorrect predicted aliasing components
in the prediction signal of (23).

In Fig. 4, the normalized magnitude of the prediction error in
dependency on the displacementis depicted. There are two
main features of the prediction error caused by aliasing:

1) the impact of aliasing on the prediction error vanishes at
full-pel displacements ;

2) the impact of aliasing on the prediction error is maximal
at half-pel displacements.

IV. M OTION- AND ALIASING-COMPENSATEDPREDICTION

In order to reduce the impact of aliasing on the motion-com-
pensated prediction error, only the prediction signal
can be modified. Therefore, the aliasing term in (23) has to

Fig. 4. Normalized Fourier transform of the prediction error magnitude caused
by aliasing in dependency on the displacementd .

Fig. 5. Block diagram to illustrate the design of the Wiener filterh .

be matched to that of the input signal in (14). Since the two
aliasing components are moving in opposite directions, in a
first step, the impact of aliasing on the prediction error signal
can be reduced by attenuating the aliasing in the prediction
signal. Since fractional-pel displacements generate a prediction
error caused by aliasing (Fig. 4), the filter in Fig. 3, which
interpolates the samples at fractional-pel positions,
can be used in order to reduce the impact of aliasing. In the
following, two techniques for motion and aliasing compensa-
tion are presented. In Section IV-A, a separable 2-D Wiener
filter is applied for attenuating the aliasing in the prediction
signal. Section IV-B presents a technique for compensating the
aliasing in the prediction error signal by a motion adaptive 3-D
filter.

A. Motion and Aliasing Compensation Using a Separable 2-D
Wiener Filter

In [3], a separable 2-D Wiener filter is proposed to reduce
drift due to aliasing for multiresolution hybrid video coding.
Here, this filter is applied to attenuate aliasing in the prediction
signal for single resolution hybrid video coding with displace-
ment vector resolutions of 1/4 and 1/8 pel.

The design of this Wiener filter will be described using Fig. 5.
In this figure, denotes the sampled input signal, which is
filtered by a low-pass filter , resulting in . There-
after, the sampling rate of is successively reduced and
increased by the factor of 2. The result is signal , which is
given by

for
otherwise.

(28)

Assuming a nonideal low-pass filter , aliasing is intro-
duced in . Once has been selected, the corresponding
interpolation filter used to reconstruct from
can be determined by linear mean squared estimation [9]. The
result is a Wiener filter.

In the following, a Wiener filter of finite impulse response
described by coefficients is assumed. In this case, the
Wiener filter can also be obtained by solving the Wiener–Hopf
equation [9]. With the Autocorrelation function of

(29)
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TABLE I
FILTER COEFFICIENTS FORORIGINAL AND MODIFIED

WIENER INTERPOLATION FILTERS AND A BILINEAR FILTER

the Wiener–Hopf equation of the interpolation problem of Fig. 5
is given by

(30)

For a stationary signal , it could be shown that, due
to the symmetry of the autocorrelation function , the
coefficients of the Wiener filter are also symmetric

(31)

Thus, the Wiener–Hopf equation from (30) can be expressed by

(32)

In order to get an unbiased estimate, i.e.,

(33)

the coefficients have to fulfill the condition

(34)

With (31) and (34), the number of coefficients which
have to be determined by solving the Wiener–Hopf equation
system of (32) is reduced from to .

In [3], such a Wiener filter was determined. Table I shows the
original Wiener interpolation filter from [3], two modified ver-
sions, and the bilinear filter. For MPEG-4 (advanced simple pro-
file), the original filter was modified in order to allow an easier
hardware implementation [10]. For H.264/AVC, it was further
modified from an 8- to a 6-tap filter [11]. For a filter length of

, the Wiener filter is equivalent to the bilinear filter [3],
which is applied in coding standards like H.263, MPEG-1, and
MPEG-2. Fig. 6 shows the frequency responses of the modi-
fied 6- and 8-tap Wiener interpolation filters and the bilinear
filter from Table I. The bilinear filter is far away from an ideal
low-pass filter. It has a significant passband attenuation and a
significant stopband permeability. The Wiener filters have filter
characteristics more similar to that of an ideal low-pass filter.
They differ due to the aliasing considered by the Wiener filters.

For the mathematical analysis in Section III, displacement
vectors with continuous amplitude resolution are assumed.
Real coding schemes like H.264/AVC or MPEG-4 are based
on space-discrete displacement vectors with fractional-pel

Fig. 6. Normalized frequency response of different interpolation filters.

Fig. 7. Block diagram of the motion-compensated predictor using a
displacement vector amplitude resolution of1=M pel.

amplitude resolutions of 1/2 or 1/4 pel. In Fig. 7, the block
diagram of a motion-compensated predictor with fractional-pel
amplitude resolution of pel is shown. For example,
with , a motion-compensated predictor with 1/4-pel
displacement vector resolution is realized.

The motion-compensated prediction of Fig. 7 consists of two
steps.Thefirststepistheinterpolationprocess,wherethesampling
rate of the already transmitted and reconstructed image
isincreasedbyafactorof andfilteredwithaninterpolationfilter

.The resultof this first step is the interpolated image .
In the second step, the interpolated signal is shifted according to

theestimateddisplacementvector andthesamplingrate is
reducedby the factorof .Theresult is themotion-compensated
image .

The Wiener filters of Table I are developed for motion-com-
pensated prediction with 1/2-pel displacement vector resolution

. In order to use these filters for motion-compensated
prediction with , the interpolation process is split into
two or more steps. Therefore, Fig. 8 shows the block diagram
of the interpolation process for an interpolation by an exemplary
factor of . In this figure, two representations for this in-
terpolation are given. In Fig. 8(a) the interpolation process is
performed in one step with one interpolation filter. This is the
same representation that is also used in Fig. 7. Fig. 8(b) shows a
representation where the interpolation is performed in two steps
with two interpolation filters and . In MPEG-4 (advanced
simple profile), is the 8-tap and in H.264/AVC is the 6-tap
Wiener filter of Table I. In both standards, filter is the simple
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Fig. 8. Two representations for a sampling rate increase by a factor of 4 and
interpolation filtering. (a) One-step realization with one interpolation filterh (b)
Two-step realization with two interpolation filtersh andh .

bilinear filter. In order to use a motion-compensated prediction
with displacement vector resolutions of 1/8 and 1/16 pel, the in-
terpolation process of Fig. 8(b) is extended by one or two more
steps, respectively. In this case, only in the last interpolation step
the bilinear filter is used. Note that the representation (b) can be
transferred to representation (a). Analyses on increased compu-
tational complexity due to motion-compensated prediction with
increased motion vector resolutions can be found in [12] and
[13].

First results with adaptive 2-D filters indicate that further im-
provements can be achieved when the 2-D filter is adapted from
frame to frame [14]–[16].

B. Motion and Aliasing Compensation Using a
Motion-Adaptive 3-D Filter

Here, a concept for a 3-D interpolation filter is described that
exploits the fact that the impact of aliasing on the prediction
error vanishes at full-pel displacements.

In Fig. 9, a generalized example of a motion-compensated
predictor using such a 3-D filter is shown. In order to simplify
the explanations, this example is restricted to one spacial coor-
dinate . Thus, Fig. 9 shows one-dimensional image lines in-
stead of 2-D images. Due to the restriction to one dimensional
image lines in Fig. 9, the 3-D filter in this figure is restricted to
a 2-D filter. Furthermore, a translational motion of 1/2-pel from
frame to frame is assumed in this example.

The image is predicted from the interpolated refer-
ence image using the displacements . For this
prediction, samples at subpel positions of have to
be interpolated. If these samples are interpolated with a 2-D
Wiener filter, a prediction error with reduced but not compen-
sated aliasing is generated. Thus, a 3-D motion adaptive filter
is proposed in [17] that uses samples of former images in order
to interpolate . In the example of Fig. 9, the displace-
ments is considered in order to use reference samples
of for the interpolation of the samples at subpel po-
sitions of . If these interpolated samples are used to
predict , this could be interpreted as a prediction with a
full-pel displacement between and . Since the
impact of aliasing vanishes for full-pel displacements according
to Fig. 4, the motion-adaptive 3-D interpolation filter compen-
sates also the aliasing. If no reference samples with full-pel dis-
placements are available for interpolation, the 2-D Wiener filter
is applied. It is proposed that this 3-D interpolation filter re-
places the current H.264/AVC interpolation filter. In [18], a sim-
ilar method was used for high-resolution video mosaicing. First
results with adaptive 3-D filters indicate that further improve-
ments can be achieved when the 3-D filter is adapted from frame
to frame [19].

Fig. 9. Example of a motion-compensated predictor applying a 3-D filter. In
this example, 1/2-pel displacement vector resolution is assumed. Corresponding
lines of three consecutive frames are shown: The frame to be predicteds (x ),
the frame to be interpolateds (x ), and the preceeding interpolated frame
s (x ).

There is a relationship between this motion and aliasing-com-
pensated prediction and the prediction with multiple reference
frames [7] or the prediction with generalized B-frames [20]. The
main difference is that the 3-D filters generate only one single
reference frame with samples at subpel positions and therefore
need no side information about the reference frames used for
prediction.

V. EXPERIMENTAL RESULTS

For experimental investigations, the coding system H.26L
(TML4) and various kinds of test-sequences, each at CIF format
and 30 Hz, are applied. Although the results are achieved with
TML4, the obtained insights are also valid for the current
H.264/AVC coding standard [4].

In order to verify the analytically derived results, the mean
squared error (mse) of the prediction as a function of the magni-
tude of the displacement has been measured in a first step using
the test sequenceFlower Gardenwith its relatively uniform mo-
tion. The result is shown in Fig. 10.

Fig. 10(a) presents the results for different displacement
vector resolutions. In order not to affect the aliasing, an almost
ideal low-pass filter is used for interpolation. For a comparison
with the analytical results in Fig. 4, the additional prediction
error originating from camera noise and the restricted dis-
placement vector resolution of the coding system have to be
considered. An estimate of the mean squared prediction error
generated by camera noise is . The mean squared
prediction error at integer-pel displacements is not affected
by aliasing and therefore provides estimates of the prediction
error generated by the quantization or so-called resolution of
the displacement vector. The residual mean squared prediction
error indicates the impact of the aliasing. Due to
the increase of the displacement vector resolution from 1/2
to 1/4 pel, a mse reduction of is achieved at

. Due to the increase from 1/4 to 1/8 pel, a reduction
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Fig. 10. Measured mse and probability density functionp(d ) in dependency
on the displacementd for the test sequenceFlower Garden: (a) mse for
different displacement vector resolutions using an almost ideal low-pass (LP)
filter; (b) mse for 1/8-pel displacement vectors using different filters; and (c)
probability density functionp(d ).

of is achieved. In order to show the aliasing
compensation effect of the Wiener filter, Fig. 10(b) presents
the mse for a Wiener and a bilinear filter each with 1/8-pel
displacement vector resolution. Since the mse at integer-pel
displacements is not affected by aliasing, the prediction error
difference between the mse of the Wiener and the bilinear
filter at these positions is almost zero. But, due to the aliasing
compensation effect of the Wiener filter, a mse reduction
of is obtained at . In
Fig. 10(c), the probability density function is shown.
Due to the low probability of , the mse in this area
shows irregularities. In contrast to the analytical results in
Fig. 4, the mean squared prediction error curves of Fig. 10 are
not normalized.

In order to investigate the influence of the interpolation filters
on the coding efficiency, Fig. 11 shows operational rate distor-
tion curves for bilinear and Wiener filter at different displace-
ment vector resolutions of 1/2, 1/4, and 1/8 pel.

The results show that the Wiener filter outperforms the bi-
linear filter for all displacement vector resolutions. The higher
the displacement vector resolution, the more important is the
use of a Wiener filter that considers the aliasing. The coding

gain increases with the bit rate. The different performance of the
Wiener filter and the bilinear filter is due to the longer filter tap
size and the fact that the Wiener filter was developed to reduce
the aliasing components that are deteriorating the motion-com-
pensated prediction.

In order to compare the coding efficiency for different dis-
placement vector resolutions, Figs. 12 and 13 show two graphs
with operational rate distortion curves for the two test sequences
Mobile & CalendarandFlower Garden.

In these figures, the parameters are the displacement vector
resolutions 1/2, 1/4, 1/8, and 1/16 pel, each obtained with the
Wiener interpolation filter. For comparison, the operational
rate distortion curves of 1/2-pel displacement vector resolution
with bilinear interpolation are shown that are used in coding
standards like H.263, MPEG-1, -2, and -4 (simple profile). The
figures show a significant coding gain when the displacement
vector resolution is increased up to a resolution of 1/8 pel. The
1/16-pel resolution does not provide a significant additional
coding gain. Compared to the 1/2-pel and bilinear interpolation
filter as it is used in H.263, MPEG-1, -2, and -4 (simple profile),
a coding gain up to 3.0 dB is obtained. Compared to 1/4 pel
and the Wiener interpolation filter as it is used in MPEG-4
(advanced simple profile), a gain up to 1.0 dB is obtained by
1/8-pel displacement vector resolution.

The influence of the displacement vector resolution on the
coding efficiency can also be seen in Figs. 14 and 15, where
the bit-rate reduction in dependence on the displacement vector
resolution is shown for different test-sequences at PSNR values
of 38 dB (Fig. 14) and of 28 dB (Fig. 15). The PSNR of 28
dB represents low quality and the PSNR of 38 dB represents
high quality of a reconstructed sequence. In these figures,
test sequences with uniform motion, likeMobile & Calendar,
Flower Garden, Tempete, Waterfall, andBusare marked with
solid lines. Test sequences with nonuniform motion, like
Foreman, Husky, News,andParisare marked with dashed lines.
The graphs show the following.

1) The relative bit-rate reduction for test sequences with uni-
form motion (solid lines) is higher than for test sequences
with nonuniform motion (dashed lines). The reason is that
the nonuniform motion inside a block disturbs the mo-
tion-compensated prediction.

2) The relative bit-rate reduction is higher for high PSNR
values. At a PSNR of 38 dB, a bit-rate reduction between
10%–48% compared to the bit rate required at 1/2-pel
displacement vector resolution is achieved. At a PSNR
of 28 dB (Fig. 15), the quantization errors disturb the
motion-compensated prediction. As a consequence, the
side information required for transmitting the displace-
ment vectors can result a negative bit-rate reduction.

VI. CONCLUSIONS

By theoretical and experimental investigations, the impact of
aliasing on the prediction error of a motion-compensated pre-
dictor is analyzed and verified.

In order to reduce the impairment of the motion-compensated
prediction by the aliasing, 2-D and 3-D interpolation filters are
proposed, which aim to reduce or to compensate the aliasing.
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(a) (b)

Fig. 11. Operational rate-distortion curves for different interpolation filters and different displacement vector resolutions (DV-res) of 1/2, 1/4, and 1/8 pel for test
sequences (a)Mobile & Calendarand (b)Flower Garden.

As a result, motion- and aliasing-compensated prediction
with 1/4- or 1/8-pel displacement vector resolution improve the
PSNR of the hybrid coding system H.264/AVC by 2 or 3 dB
when compared to 1/2-pel displacement vector resolution and
a bilinear interpolation filter as it is applied in H.263, MPEG-2,

and MPEG-4 (simple profile). This corresponds to a bit-rate
savings of 30% and 40%.

The motion- and aliasing-compensated prediction using
Wiener interpolation filters in combination with increased
displacement vector resolutions has been proposed to the
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Fig. 12. Operational rate-distortion curves for test sequenceMobile &
Calendar. Parameter is the displacement vector resolution.

Fig. 13. Operational rate-distortion curves for test sequenceFlower Garden.
Parameter is the displacement vector resolution.

Fig. 14. Bit-rate reduction in dependence on the displacement vector
resolution for a PSNR of 38.0 dB.

MPEG-4 [21], [10], and H.264/AVC [22], [23] standardization.
As a consequence of the significantly improved coding effi-

Fig. 15. Bit-rate reduction in dependence on the displacement vector
resolution for a PSNR of 28.0 dB.

ciency, the 6-tap Wiener filter and 1/4-pel displacement vector
resolution is applied in H.264/AVC [4] and the 8-tap Wiener
filter and 1/4-pel displacement vector resolution is applied in
MPEG-4 (advanced simple profile) [6].

The motion-adaptive 3-D filter for aliasing compensation is
still under investigation. First results obtained with adaptive fil-
ters indicate that further improvements can be expected when
the filters are adapted from frame to frame.
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