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Abstract

The evaluation of 3D scenes observed from different sen-
sors requires the co–registration of sensor images and the
reconstruction of the 3D geometry. To solve both tasks the
presented system exploits prior knowledge, represented
explicitly by semantic nets, and uses a digital landscape
model of a geoinformation system (GIS) as a hint for the
object location. This is shown for the detection of control
points for image registration and the extraction of objects
(roads, buildings) for 3D reconstruction. For realtime visu-
alization the 3D geometry is approximated by a polygon
mesh with overlaid photo texture.

1. Introduction

Environmental and agricultural monitoring represents a
major topic of remote sensing. Earth scientists, environmen-
tal researchers, and civil engineers ask for tools that help to
evaluate the large amount of data. These days the images of
visual, infrared, and radar (SAR) sensors from the same ob-
servation area are evaluated in parallel by displaying them
on different monitors together with a map. Due to different
image scales and orientations it is difficult for the human in-
terpreter to explain the image content or to recognize corre-
sponding structures.

To compare the different image data directly on one
screen a perfect co–registration is required. Here, the images
are registered, i.e. geocoded, in a common geographic coor-
dinate system. To reveal the 3D geometry of the observed
scene a 3D terrain model has to be reconstructed from the
data which is finally visualized on a graphics computer for
a three dimensional evaluation.

Automation of the processing pipeline shown in Figure 1
suffers from two obstacles: Firstly, co–registration relies on
the accurate extraction of control points. Secondly, the
reconstruction of the 3D geometry from 2D images is under-
constrained. Stereo matching techniques provide only
incomplete and erroneous height data. To tackle these two
problems prior knowledge about the structure of the objects
in the scene is used to select appropriate control point struc-
tures, e.g. crossroads, and to constrain the geometry of
objects like roads and buildings in order to derive a more
realistic 3D reconstruction. To exploit this knowledge an

image interpretation is required that assigns a semantic like
road or building to the data. The presented system exploits
a digital landscape model (DLM) of a geoinformation sys-
tem (GIS, here: German ATKIS DLM 25) as partial inter-
pretation which provides both, semantics and geometry of
the included object classes.

Several knowledge based image interpretation systems
have been presented in the past. For the representation of the
scene knowledge rules are often employed like in SPAM [1],
SIGMA [2] or MESSIE [3]. ERNEST [4] uses semantic nets
to exploit the object structure for interpretation. The pres-
ented system AIDA [5] adopts the idea to formulate prior
knowledge about the scene objects with semantic nets. In
addition the control knowledge is represented explicitly by
rules.

Figure 1: Processing Pipeline for the 3D evaluation of
remote sensing data from multiple sensors
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2. The Knowledge Based Approach

The prior knowledge used for the image interpretation
can be divided into three types. The 3D scene domain
knowledge describes the semantics of the objects (e.g.
road), the geometry (e.g. 3D stripe), and the material with its
spectral reflectance (e.g. asphalt). The relationships between
them decompose objects into their components or constrain
the topology. (Crossroads are composed of roads. Buildings
are sited close to roads.) The 2D image domain knowledge
contains the geometric and photometric properties of the 2D
regions, lines, and points in the image and their relation-
ships. Finally the sensor knowledge explains the mapping
between the 3D scene domain and the 2D image domain. The
transformation of visual or infrared cameras is described by
a perspective projection. The SAR sensor is modelled by a
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polynomial approximation of the range and doppler equa-
tions [6]. The geocoded images conform to a parallel projec-
tion. The sensor sensitivity describes the mapping of the
material dependent reflection properties into image intensi-
ties.

In AIDA [5] this prior knowledge is represented by se-
mantic nets. These nets consist of nodes describing objects
and links in between (see fig. 2). The decomposition of ob-
jects in their parts is indicated by the part–of link. Thus the
detection of a complex structure is simplified to the search
for its parts. The transformation of an abstract object to its
more concrete realization is represented by the concrete–of
link, abbreviated con–of. The specialization of an object is
described by the is–a link introducing the concept of inheri-
tance. The data–of link establishes a relation to the features
segmented in the image data or contained in the GIS. Rele-
vant object properties are modelled by attributes, like for ex-
ample the width of a road.

Problem independent rules exploit the knowledge to gen-
erate successively hypotheses for object parts, concrete real-
izations, etc. and verify them in the image data. The final
scene description contains a node for each road found in the
image. Competing interpretations are judged and an A*–al-
gorithm selects the most promising interpretation for further
investigation.

3. Geocoding

The geocoding process splits into three steps. At first cor-
responding points in the image and in the map have to be de-
tected. Based on these control points the parameters of a sen-
sor specific mapping model are estimated describing the
exterior sensor orientation. Finally the calculated mapping
model is used to resample a geocoded image. While the last
two steps are automated already the control points are mostly
defined manually. We developed a knowledge based ap-
proach based on AIDA for the automatic control point detec-
tion using GIS data [7].
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Figure 2: Simplified semantic net for the automatic
detection of control points (here: crossroads)
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Figure 2 shows a simplified semantic net representing the
required prior knowledge. Beside the scene layer and the
sensor layer (here: aerial image) the GIS layer is used to rep-
resent the GIS data. Crossroads consisting of three to five in-
tersecting roads are used as control points. Each of these
roads has a realization in the GIS database and in the image
as an Image Stripe segmented by road detection algorithms.
During interpretation the system extracts roads from the
GIS, groups them to crossroads and matches them with the
road net in the image. Results for a SAR image are shown in
fig. 3.

Figure 3: (a) Segmented roads and (b) selected crossroads with interpolated control points in a SAR image
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4. 3D Reconstruction

For a 3D evaluation of the remote sensing data a realistic
reconstruction of the landscape is required. But existing
DEMs contain only the height at ground level and ignore
vegetation and buildings. Thus a height map is computed by
matching corresponding points of a stereo image pair [8].
However, the height map is erroneous and incomplete. To
overcome this problem model expectations are employed to
constrain the object geometry [9]. The prior knowledge sug-
gests smoothness criteria for the course of roads and geomet-
rical constraints for buildings. Figure 4 shows a part of the
used knowledge base.
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Figure 4: Simplified semantic net representing the
generic landscape model
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The roads extracted from the GIS are matched with the
segmented image stripes as described in chapter 3. The prior
knowledge is used to model a continuous course of the road
in 3D.

The buildings are composed of several building wings
which are searched for one after the other generating hypoth-
eses for blocks, rectangles, and sub rectangles. The initial
length, width, and height of a block is computed from the
height map and adjusted consecutively to the grey level
edges in the image. The analysis tries to specialize the block
to a gabled roof block and selects the better approximation.
Figure 5b shows the resulting building composed of a gabled
roof and a flat roof building wing.

Figure 5: (a) Segmentation, (b) reconstructed building
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5. 3D Visualization

The 3D landscape model consisting of the digital terrain
model textured with the geocoded images is visualized ste-
reoscopically and in realtime to the human interpreter.
Therefore a high–end graphic engine renders two views for
the left and right eye respectively. For the 3D evaluation of
the data we developed a graphical user interface [10]. Beside
the realtime navigation in the virtual landscape it allows sep-
arate activation and blending of the different textures. The
user is able to mark interactively regions of interest within
the 3D model to create arbitrary image mosaics. An on–line
access to the GIS allows the visualization of GIS data for a
selected region.

6. Conclusions

A system for the 3D evaluation of remote sensing images
from multiple sensors was presented. The images are geo-
coded, projected onto a 3D terrain model of the observed
scene and visualized stereoscopically. The approach bene-
fits from two things: general knowledge about the objects
and scene specific GIS data. The image interpretation sys-
tem AIDA exploits both to detect control points, here cross-
roads, for the geocoding and to constrain the parameters for
the realistic 3D reconstruction of the terrain surface. During
the interactive evaluation the user can manipulate the 3D
model and visualize additional GIS information.
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